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ABSTRACT 
 

The concept of Raga and Tala is integral part of Indian Classical music. Raga is the melodic 

component while Tala is the rhythmic component in the music. Hence, Tala classification and 

identification is a paramount problem in the area of Music Information Retrieval (MIR) 

systems. Although there are seven basic Talas in Carnatic Music, a further subdivision of them 

gives a total of 175 ragas. Statistical and machine learning approaches are proposed in 

Literature Survey to classify Talas. However, they use complete musical recording for training 

and testing. As part of this paper, a novel approach is proposed for the first time in Carnatic 

music to classify Talas using repetitive structure called Thumbnails.  
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1. INTRODUCTION 
 
Music has become integral part of our lives today. With the digital revolution and growth of 

computational power, browsing and storage has become accessible and effective. It has paved a 

new way of generation and analysis of music in the area of music signal processing. The 

Natyasastra of Bharata and the Sangitaratnakara of Sarangadeva are the oldest existing sources of 
information on Indian Classical Music. Carnatic and Hindustani are the two broad variations of 

classical music in India based on its geographical association. Carnatic belongs to the southern 

part, while Hindustani is from northern part of the sub-continent. Swara, Raga and Tala can be 
described as important elements in Indian classical music. Raga is the melodic part and Talam is 

the rhythmic component.  

 
 There are 12 notes or swara which forms the primary aspect of Carnatic music as well as 

Hindustani classical music, along with raga and tala. It is described as “Sruthi Mata, Laya Pitha”, 

which means Shruthi or Tonic or base frequency is considered as Mother whereas Tala is like 

father [1]. Tala has no reference in the earliest system of music, popularly referred as 
"Samagana". However, it existed during Gandarva music. There are various classification 

schemes of Tala in Carnatic Music. The ancient 108 anga Talas, the 72 Melakartha Tala system 

and the Suladi Sapta Tala system are some of the classification schemes. Among these Sapta Tala 
system is prominent one which was popularized by Purandaradasa. Seven Talas in Carnatic 

music are as follows namely, Adi, Rupaka, Eka, Jhampe, Dhruva, Matya, Ata, Triputa etc.  

 
These seven talas are further subdivided, based on the change in Tala due to change in five 

Jaathis (Jaathis of Tala means that the amount of beats that a laghu can take). The five Jaathis are 

as follows: Tisra, Chatusra, Khanda, Misra and Sankeerna. Thus we get total of 35 Talas after 

dividing on the basis of Jathis. These 35 Talas allow further subdivision based on five 
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Gathis/Nadais(Gathis means speed). The five Gathis are same as above Jaathis. Finally after Jathi 
and Gathi subdivision of Seven Talas, we get a total of 175 talas in Carnatic Music. Three 

elements namely, Jaathi name, Tala name and Gati name are required to describe a Tala [2]. 

 

Tala has ten important features called dasapranas. The following is the brief description of these 
Dasapranas [3]: 

 

 Anga : Part or Limb  

 Jati : type or kind. It describes variations in Anga(Laghu)  

 Kriya: Action 

 Kaala: Duration or measurement of time  

 Graha: Describes where song commences, may not be at the beginning of tala  

 Marga: Path. Describes duration of kriya/action. In other words, how tala is performed in 

various different songs   

 Kala: Denotes number of matras in which kriya is subdivided  

 Laya: Time gap between two consecutive kriyas. It sets the tempo 

 Yati: rhythmic pattern in composition with reference to anga  

 Prasthara: detailed elaboration of rhythmic pattern   
 

Alex and his team [4] has worked on Tala Classification with three different types of Talas. [5] 

aimed at estimating the tala or akshara period using self similarity matrix. [16] compared beat 
detection, sound energy algorithm and frequency selected sound algorithm in order to classify 

talas. Deep Neural Network with Group delay was used by [17] for onset detection of 

mrudangam strokes. [18] used various data driven approaches to generate rhythm/ tala. Gaussian 
Models were used by [19] to classify Talas and Ragas. However, all these methodologies are 

using complete musical recording for training purposes. Hence, the feature set and time required 

for training and testing is significantly more. 

 

2. PROPOSED METHODOLOGY 
 

We propose a method of classification of Talas using Audio thumbnailing. The algorithm 

proposed is presented in Algorithm 1. We use self similarity matrices to generate thumbnails 
which are representative part of musical recording. Self similarity matrix is an important feature 

in any time series as it captures repetitions in the form of path-like structures. These repetitions 

are captured and the most repetitive path is found and named as thumbnail. Before generating 

thumbnails, the musical piece is normalized with respect to the tonic frequency of the singer. 
Tonic identification is performed in two stages as in [6]. We performed multi-pitch analysis of 

given audio signal in order to identify pitch class. Advantage of multi-pitch analysis is, it gives 

the drone sound which constantly runs in the background. In the next stage, estimate the octave in 
which tonic of singer lies and then analyzes the predominant melody. The audio signal is then 

normalized with the help of the tonic frequency before computing chroma features.  

 

Computation of Self similarity Matrix: Chroma vector representation of the song is used to 
compute the self-similarity matrix. Given a sequence X = (x1, x2, ...xN) the self similarity matrix 

is used to compare all the elements with each other in the sequence. This gives us N-square self 

similarity matrix S € ℝ  NXN  defined by  

 
          S (n,m)  = s(xn, xm) 

 

Where n, m € [1:N]. 
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Chroma features are an array of 12-dimensional vectors from the short-term Fourier Transform of 
the musical recording which shows the pitch distribution over time. Concept of Self similarity 

matrix is fundamental in computing structural properties of any music recording [7]. Notable 

property of SSM is that, repetitions give rise to path-like structures.  

 
Enhance Self Similarity Matrix: In order to enhance the self-similarity matrix, the paths parallel 

to the diagonal are smoothed out using convolutional filters. The irrelevant noisy structures in the 

matrix are suppressed using thresholding and scaling.  

 

Fig.1. Chromogram of Song Inta Chala in Adi Talam 

 

 Computation of Fitness Score: Algorithm proposed by Muller [7] is used to compute the 

fitness score. Briefly, the following are the steps involved: 

 Computing the Score Matrix D for every section of SSM . This score matrix is used to 

compute the path score, which represents the extent of repetitive nature.  
 

   D(n,m)=Sα(n,m)+max{D(i, j)|(i, j)∈Φ(n,m)} 

 
  Where Sα is the submatrix of SSM S from n to m and Φ(n,m) is the set which consists of 

predecessors that precede (n,m) in SSM 

 

 Computing the Coverage Score. This represents the total length of musical recording does 

optimal segment cover. 

 Computing the fitness score using Score Matrix and Coverage score. In other words, fitness 
score is the harmonic mean of path score and coverage score of given audio. 

   

 Algorithm 1: Audio Thumbnailing Algorithm 

 

        Input: Chroma vectors of music recording 

        Output: audio segment of maximal fitness score 
1. function GenerateThumbnail(chroma, threshold) 

2.        ssm  Computation of Self Similarity Matrix  

3.        for all I,j,s,t 0 ≤ i ≤ j ≤ audio do 

4.              ⱷ (i,j)  Computation of Fitness Score 

5.        α  argmax(i,j, ⱷ (i,j)) 

6.        return α 

 

 The last step is to build the classification model. Machine learning has paved way for new 
area of research in the field of audio classification. Support Vector Machines [8] and CNN-

RNN [9] are proved methodologies in the field of audio classification with high accuracies. We 

propose to use the audio thumbnail to extract the feature vector for classification, which 
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consists of the chroma features, spectral contrast and Mel spectrogram features. The baseline 
model used for this classification task is Support Vector Machine [8].  

 

 Parameters for the classifier were tuned to optimal value. Three fold cross validation were 

used for training and testing. Apart from this, a CNN-RNN Model [9] is also used to train the 

classifier with convolution layers and recurrent ones.  
 

3. IMPLEMENTATION:  
 

The algorithm for tonic identification and audio thumbnailing is implemented in Python. Tonic is 

identified and the musical recording is normalized with tonic frequency [6]. We then extract 

chroma features using short term Fourier Transform as explained above. Then Self Similarity 
matrix is found and smoothened using Forward backward smoothening. Forward Backward 

smoothing uses a convolutional filter averaging in diagonal direction both in forward and 

backward direction. Smoothing enhances path like structures. Figure 1 demonstrates the 
chromagram for a portion of performance of Tala Adi, Raga Begada called Inta Chala by 

Ariyakudi Ramanuja Iyer. Figure 2 shows Self similarity matrix before and after enhancement of 

same musical piece. 

 

 
Fig.2. Self Similarity Matrix before and After Enhancing and Smoothing  

for Song Inta Chala in Adi Tala 

 
These functions are implemented using librosa library [14] in Python. A thumbnail is then 

selected after computation of fitness score. As mentioned above SVM and CNN RNN is trained 

for the classification. SVM parameters are selected and tuned for extensive grid search algorithm 
[15]. A six dimensional feature set consists of features such as, short term fourier transform, mel 

frequency cepstrum, chroma, melspectogram, spectral contrast, tonnetz. Support Vector Machine 

classifier is optimized by three fold cross validation using GridSearch CV in sklearn library [13]. 
The performance of Hyper parameters [11][12] are evaluated and tuned for effective accuracy. 

Best parameters found on dataset with Kernel radial basis is, C: 10 and gamma as e -8.  

 

Our CNN-RNN structure is inspired by [9]. As part of this architecture we train the classifier with 
characteristics learned from both convolutional as well as recurrent layers. The intuition behind 

taking this parallel approach is that, convolutional properties captures spatial relationship among 

features well, while recurrent is effective for capturing temporal characteristics. The CNN has 4 
convolutional layers interleaved with 2 pooling operations, then followed by a dense layer. RNN 
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is implemented with LSTM layer and batch size of 128. CNN RNN is implemented in Python 
using Keras library [20]. 

 

Dataset: The dataset provided by CompMusic [10] is used to evaluate the model. Total 140 

songs, of which 100 songs were used as training set and 40 songs were used as test data set. Five 
Talas were used which are as follows: Adi talam (cycle of 8 beats), Rupaka talam(cycle of 6 

beats), Chaturasra jati Eka talam(cycle of 4 beats), Trisra jati Eka(cycle of 3 beats), Khanda Jati 

Eka(cycle of 5 beats). Selection of these Talas is based on unique number of beats. Table 1 
illustrates the division of dataset for training and testing. 

 

The CNN-RNN classification model significantly showed higher accuracy levels compared to 
standard SVM Classifier. CNN classifier produces a test accuracy of 84% where the SVM 

classifier gave an accuracy of 65%.   

 
TABLE I.  Table Describing Dataset For Tala Classification 

 

Name of the Tala Number of 

Beats 

Training, 

Testing Set 

Average Duration of 

songs in min 

Adi  8 (20,8) 07.20 

Rupaka 6 (20,8) 08.10 

Chaturasra Jati 

Eka 
4 (20,8) 06.40 

Tisra Jati Eka 3 (20,8) 09.05 

Khanda Jati Eka 5 (20,8) 08.20 

 

4. CONCLUSION AND FUTURE WORK 
 
Using the thumbnailing instead of complete musical recording to extract features for training and 

testing reduces the feature vector sizes to significant extent. However, extracting the thumbnail is 

computationally not an easy task. It takes 90sec to compute thumbnail for an average recording 

of 6 min. 
 

Tala classification is not explored by many in the area of Music Information Retrieval and the 

problem is unique to genres of Indian subcontinent. Existing researchers have used several 
statistical methodologies, using complete song. This paper proposes a novel technique to use 

repetitive structure of musical recording, namely audio thumbnail to perform the classification. 

Audio thumbnailing in Carnatic music is not an explored area of research. We would like to 

extend our work on thumbnails towards mrdangam strokes identification and classification of all 
175 talas in Carnatic music. 
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