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ABSTRACT 
 

Burnout, a syndrome conceptualized as resulting from major workplace stress that has not been 
successfully managed, is a major problem of today's society, in particular in crisis times such as 

a global pandemic situation. Burnout detection is hard, because the symptoms often overlap 

with other diseases and syndromes. Typical clinical approaches are using inventories to assess 

burnout for their patients, even though free-text approaches are considered promising. In 

research of natural language processing (NLP) applied to mental health, often data from social 

media is used and not real patient data, which leads to some limitations for the application in 

clinical use cases.  

 

In this paper, we fill the gap and provide a dataset using extracts from interviews with burnout 

patients containing 216 records. We train a support vector machine (SVM) classifier to detect 

burnout in text snippets with an accuracy of around 80%, which is clearly higher than the 

random baseline of our setup. This provides the foundation for a next generation of clinical 
methods based on NLP.  
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1. INTRODUCTION 
 

Stress causes several syndromes or diseases and is a major problem of today's society. The  Stress 
in America Report 2019 from the American Psychological Association has shown that Americans 

believe that a healthy stress level is on average 3.8 (scale ranging from 1 to 10, where 10 is "a 

great deal of stress" and 1 is "little or no stress"), however, they report to have experienced in 
average a stress level of 4.9 [1]. Nearly 8 in 10 Americans say that the coronavirus pandemic is a 

significant source of stress in their lives [2]. 

 

Sometimes, this stress can lead to a burnout syndrome. Last year, the WHO has included burnout 
in the 11th Revision of the International Classification of Diseases (ICD-11) as a syndrome1. In 

ICD-11, burnout is defined as follows: 

 
 “Burnout is a syndrome conceptualized as resulting from chronic workplace stress that has not 

been successfully managed. It is characterised by three dimensions: 1) feelings of energy 

                                                
1 https://icd.who.int/browse11/l-m/en\#/http://id.who.int/icd/entity/129180281  

http://airccse.org/cscp.html
http://airccse.org/csit/V11N18.html
https://doi.org/10.5121/csit.2021.111815
https://icd.who.int/browse11/l-m/en/#/http://id.who.int/icd/entity/129180281
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depletion or exhaustion; 2) increased mental distance from one’s job, or feelings of negativism or 
cynicism related to one's job; and 3) a sense of ineffectiveness and lack of accomplishment.” 2 

  

In the global pandemic crisis around COVID-19, research has shown an increase of burnout, in 

particular on frontline personnel in the health sector [3] [4]. 
 

Burnout identification is complex, because it overlaps with other syndromes [5] and multiple 

definitions exist [6]. For example, fatigue is a common symptom for both depression and burnout 
[7]. To identify burnout in clinical intervention, inventories are used. Inventories are 

psychological tests, where the person concerned fills out a questionnaire. The currently used 

metric, in both practice and most studies, measures burnout with self-test inventories, and has 
been criticized in the literature [8] [9]. 

 

Inventories with scaling questions, even though often used in practice, have major limitations. In 

personality inventories, people tend to fake their results [10]. This risk might be increased with a 
delicate topic such as burnout. Furthermore, extreme response bias (ERB), i.e., the tendency of 

some respondents to choose the highest or lowest option, is a well-known issue [11]. Other 

research also reports defensiveness (denying symptoms) and social desirability (to show an 
exaggeratedly positive image) in inventories [12]. 

 

Literature agrees that the Maslach Burnout Inventory (MBI) [13] [14] and the Tedium Measure 
[15], later called Burnout Measure, are most commonly used in practice and research [16] [9]. 

The MBI is an introspective psychological inventory and consists of 22 items in three 

dimensions: emotional exhaustion, depersonalization and personal accomplishment. The Tedium 

Measure [15] is often used as an alternative to MBI. This inventory consists of 21 items, and each 
item has to be classified by frequency. 

 

Apart the methods using inventories, burnout components can also be identified by independent 
judges in interview extracts [17] [9]. The drawback of interviews or free-text questions is that 

they result in large overhead (interviews, transcription and interpretation) and therefore 

promising approaches are often not further explored [9]. 

 
In this paper, we present BurnoutWords, a dataset based on extracts from conversations with 

burnout patients, a control group and experts. We provide insights into the wording of burnout 

patients, extract features from the dataset and allow further research to develop new approaches 
to enable new clinical methods with text-based burnout identification. We train a burnout 

classifier using Support Vector Machine (SVM) models and reach an accuracy with a clear 

improvement over the random baseline. 
 

Whereas most related work in the field investigates social media content, our dataset includes 

extracts from interviews with burnout patients, aggregated from different previous work and pre-

processed for automated evaluation. Using interview extracts from real burnout patients reduces 
the noise as compared to social media data. This allows to fill the gap between natural language 

processing (NLP) and the application of the new technologies to develop new methods for 

application in clinical psychology. 
 

Our paper contributed to the current state-of-the-art by providing a new type of burnout detection 

dataset, which is based on interview extracts instead of social media data. We furthermore 
demonstrate how such a dataset can be used to develop new technologies for clinical psychology. 

                                                
2 https://icd.who.int/browse11/l-m/en\#/http://id.who.int/icd/entity/129180281  

https://icd.who.int/browse11/l-m/en/#/http://id.who.int/icd/entity/129180281
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Therefore, our work creates the foundation for future work in the field and new methods for 
clinical burnout detection. 

 

In section 2, we described the related work with regard to the application of NLP methods and 

existing datasets for burnout and depression detection. Then, in section 3, we describe the 
BurnoutWords dataset and how it has been assembled. In section 4 we describe our experimental 

setup. We then describe (section 5) and discuss (section 6) the results before concluding the 

article in section 7. 
 

2. RELATED WORK 
 

2.1. Natural Language Processing for Burnout/Depression Detection 
 

Few works exist for burnout detection in general, and as far as of our knowledge, no comparable 

dataset exists. Burnout is not a disease, but considered as a syndrome, making its detection often 
hard, because its symptoms overlap with other syndromes or diseases [5] in particular depression. 

Therefore, we consider additionally the related work for depression detection with the help of 

NLP. 

 
In particular, we focus on text-based data and therefore do not further discuss approaches based 

on biomarkers, vocal data (e.g., [18]) or image-based approaches (e.g., [19]). It has been shown 

that in clinical psychology, written language often plays a central role in diagnosis [20]. The 
authors summarize the linguistic and social indicators that have been applied to automatic 

depression detection in different contexts, e.g., narratives written by college students with or 

without depression [21]. 
 

The work focusing on data from social media is the majority of available research in the field, but 

also work about online forums exist, e.g., [22]. In general, in the related work, the concerned 

users have been identified by using a screening survey, their public sharing of a diagnosis, or 
their membership in an online forum [23]. 

 

Whereas depression is often diagnosed as being present or absent (e.g., presence of depression 
symptoms on facebook posts for college students [24]), a model based on survey answers and the 

language used in facebook posts assesses the severity of depression [25] using the depression 

facet scores of the Big 5 item pool [26]. Changes in depression across seasons are observed 

which confirms results from clinical psychology. It has been shown that explicit depression 
references are rare, but when they appear, they are strong indicators for a real-life depression 

[27]. Other research targets particular types of depression: a study analyzing Twitter data 

provides an approach to identify mothers at risk for postpartum depression [28] (complemented 
later with shared facebook data [29]). 

 

Different technologies are used for the detection of depression on social media, e.g., based on the 
linguistic inquiry word count (LIWC) lexicon [30] containing multiple psychological constructs. 

Some more recent approaches use deep learning architectures to achieve better results, which 

requires a large amount of data. Research has shown how a neural network can be designed to 

detect depression with limited data and without any exhaustive feature engineering [31], 
presenting a neural network architecture that optimizes word embeddings. SenseMood [32] is 

applying a CNN-based classifier and Google's Bert model [33] on posted images and tweets from 

users with or without depression, combining visual and textual features. They are using a dataset 
previously presented in research [34], which contains a set of users with anchor tweets matching 

the strict pattern that they have been diagnosed depression. 
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In an enterprise context, studies have used the Valence-Arousal-Dominance (VAD) model [35] to 
study productivity or risk for burnout in data such as issues and comments from a software 

development management tool [36]. Burnout risk is measured as low valence and dominance, and 

high arousal.  

 
Whereas most work focusses on social media data only, it has been shown that the language from 

Facebook posts can be used to predict depression for consenting individuals recorded in medical 

records [37]. Another study has examined how language patterns on social media change prior to 
emergency department visits [38]. 

 

When mental health and in particular depression is studied from social media data only, the user's 
mental state is reflected from published posts and thoughts. This can lead to limitations in the 

data sets. In our work, we train our model based on text data transcribed from interviews with 

confirmed burnout patients. This provides the basis for new approaches to be applied not only on 

new data from social media, but also as a tool support for professionals in clinical intervention.  
 

2.2. Existing Datasets for Burnout/Depression Detection 
 

Social Media: The dataset from ReachOut triage shared task [39] consists of 65'024 forum posts 

that were manually labelled by expert judges by their severity. This dataset addresses different 

types of mental health crisis, not focusing particularly on a specific diagnosis or syndrome like 
depression or burnout. The dataset from the CLPsych 2015 shared task on depression detection 

was constructed using tweets from users that have stated explicitly that they have been diagnosed 

with depression or PTSD [40] [41]. For each user up to 3000 recent public tweets were added to 
the dataset. Other work has collected data from Twitter, creating three datasets: Depression, Non-

Depression, and Candidate-Depression [34]. Based on the user's information and current tweet, 

an anchor tweet [41] to determine the mental health was selected. To simulate observation over 
time as in a clinical setup, tweets following in the next month after the anchor tweet were also 

considered for the selected users. 

 

Clinical Interviews/Crisis Counselor: The Crisis Text Line dataset [42] is based on the data 
collected by a 24/7 text-based crisis support hotline. It can be made available for researchers 

upon application and contains labeled data concerning different topics including depression. The 

Distress Analysis Interview Corpus (DAIC) [43] [44] contains clinical interviews conducted by 
humans and agents in English language. The semi-structured clinical interviews provide a 

contribution to detect psychological distress conditions such as anxiety, depression or post-

traumatic stress disorder. Each interview does also include a depression score from the PHQ-8 

inventory [45]. The data has been transcribed and annotated for a variety of features3. The AVEC 
2014 challenge about depression detection [46] included also interviews in German language 

which are available as video and audio traces. The original challenge did not provide transcripts. 

However, other work has used automatic speech recognition technology to transcribe interviews 
from this corpus and make it available upon request [47]. 

 

Disease Information from Clinical Notes: The SemEval-2014 Task 7 dataset [48] includes 
clinical notes which are annotated with disease/disorder mentions. The dataset is based on the 

Shared Annotated Resources (ShARe) project4. Recent research has provided a large public 

dataset for clinical motivated symptom extraction from clinical notes [49]. Such approaches are 

helpful to automatically process and aggregate clinical data. In the dataset presented in this paper, 

                                                
3 https://dcapswoz.ict.usc.edu/  
4 http://share.healthnlp.org  

https://dcapswoz.ict.usc.edu/
http://share.healthnlp.org/
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we go one step further: in addition to the clinical symptoms, thoughts and sentiments expressed 
by the patients are included in the dataset and thus in the classifier. 

 

Based on our literature research, we conclude that there is currently no publicly available dataset 

that provides labeled patient interview data in text form for burnout detection, neither for the 
English nor the German language. In this paper, we therefore introduce a first version of the 

BurnoutWords dataset for the German language to the research community to enable future 

research in the field.  
 

3. THE BURNOUTWORDS DATASET 
 

3.1. Dataset Content and Origin 
 

This paper presents the BurnoutWords dataset, containing extracts from interviews in the German 

language. The interviews have been conducted in the context of different previous work where 
extracts have been published, and have been collected and aggregated in our research. The 

dataset contains texts and corresponding labels, whether the texts describe the current burnout 

situation (label burnout), or the view of a person that has no (more) burnout, or potential 

measures and prevention of burnout (label noburnout). Table 1 shows an extract from the dataset 
to illustrate the format. 

 
Table 1. Example: one record of the BurnoutWords dataset. Label 1 indicates burnout (label 0 would 

indicate the class noburnout). Translation to English: (The) doctor made the diagnosis. (The) doctor is a 

good colleague of mine and takes a lot of time for me. I only realized it ca. 2 months later. It needs time 

until one can accept it. I informed myself about the disease. The information on the internet did not help 

me. The doctor could give me advice. 

 

Text Label 

Arzt stellte Diagnose. Arzt ist guter Kollege von mir und nimmt sich viel Zeit für 
mich. Ich realisierte es aber erst ca. zwei Monate später. Braucht Zeit bis man es 

akzeptieren kann. Informierte mich über die Krankheit. Die Informationen im 

Internet haben mir nicht geholfen. Der Arzt konnte mir Auskunft geben. 

1 

 

A part of the extracts has been published in a thesis [50] and, in agreement with the author of the 

thesis, the extracts have been re-used in this research. The thesis studies burnout in medical 

doctors. The author conducted interviews with confirmed burnout patients (i.e., the medical 
doctors), and with a control group of medical doctors not having burnout. We collected and pre-

processed the relevant data from the thesis and labeled it into the following classes: burnout 

patients (burnout), and control group (noburnout).  
 

More interview extracts have been collected from a book investigating on burnout in an 

enterprise context [51]. The author conducted interviews with seven different patients that 

previously had a burnout, working in different domains (i.e., IT, marketing, engineering, health 
care, coaching and journalism). We identified the questions concerning descriptions of their 

burnout, including thoughts and symptoms of that time, and included their answers to the class 

burnout of our dataset. Furthermore, we included answers to questions discussing their current 
life after burnout, and hints to avoid or handle burnout in the data labeled as noburnout.  

 

The author [51] also conducted interviews with experts, including medical doctors, psychologists 
and coaches. We selected answers describing the symptoms and emotions of burnout patients and 

labeled them as burnout. We identified questions concerning the handling and prevention of 

burnout and included the answers in the class noburnout.  
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The original data provides some demographic information about the participants in the 
interviews; however, it is partially modified for privacy reasons. Since only extracts from the 

interviews are available (the entire interviews cannot be used for further research due to data 

protection law limitations), the text content is not equally distributed between the participants. 

Due to this and the partial anonymization of demographic data, it is not considered in the dataset.  
The dataset contains an overall number of 293 records, 216 in the class burnout (73.72%) and 77 

in the class noburnout (26.28%). Due to the fact that only extracts of the interviews were 

published, a majority of those extracts comes from the burnout patients and not the control group.  
 

3.2. Data Ethics 
 
The local ethics commission has approved to use this publicly available data for our research. 

Technology itself is neither good nor bad. However, the ethical aspects of the application of such 

technologies must be discussed. In our research, we focus on providing the required technology 
to allow future clinical methods to assess mental health. Such methods should be based on the 

voluntariness of the involved individuals and provide benefits for individuals and the society. 

When such technologies are misused as an instrument of power, for example using them in a 
company, to automatically assess written communication of collaborators without their explicit 

consent or with negative consequences in case of not giving their consent, this would be a major 

ethical issue. We therefore provide access to our dataset only upon request for future research in 

an academic or clinical context. 
 

4. EXPERIMENTAL SETUP 
 

4.1. The Words of Burnout Patients 
 

Preprocessing: First of all, characters such as brackets or quotation marks have been removed. 

Then, double whitespaces have been removed. Finally, the character ß is replaced with ss, since 
this character is not common in all the German speaking areas. The pre-processed data is stored 

in an additional column of the data table. The original data is also available for further research. 

Responses with less than 200 characters were excluded, since we assume that they do not contain 
enough information.  

 

In a first step, we examine the words that are being used by the burnout patients and the control 

group respectively. We therefore consider the ten most used nouns (lemmatized) for each group, 
excluding the words that appear in both groups. We assume that those words are conversational 

words that do not add value for the resolution of the question whether there is a burnout or not.  

 

4.2. Model Training 
 

We split the data into a training and a test set. We are using around 70% of the data for feature 
extraction and training of the model, and around 30% of the data to evaluate the model against 

completely new data that it was not trained with. Figure 1 shows the experimental setup as 

explained in detail in the following subsections. 
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Figure 1. The experimental setup of our training including feature extraction  

and the burnout detection model. 

 

4.2.1. Feature Extraction 

 

The first part of the training process is the feature extraction, which can be further divided into 

two phases. The first is the tokenization phase. At the end of this phase, we produced a list of all 
the tokens which could be potential features. The second phase is the feature filtration stage. In 

this phase, evaluated the goodness of the features. The features which passed the filtration phase 

are considered as selected features. 
 

Tokenization: In order to generate features, we divided the training set into the two classes - 

burnout and noburnout - and aggregated the contents of each class. At the end of this first step, 

we had one large file containing the text from all the burnout cases, and another large file of text 
from all the noburnout cases. The burnout text file was larger than the noburnout text file, as we 

had a higher number of burnout cases. We fed both text files to a function which created a list of 

tokens (using SpaCy5). We filtered the stop-words as they contain little information about the 
topic. Similarly, we filtered out the punctuations as they also contain little information about the 

topic and in particular because the interview excerpts are a form of notes and not directly written 

by the interviewee. We produced a list of tokens for the burnout class and another list of tokens 
for the noburnout class. 

 

Feature Filtration: In this phase, our aim is to select those features which can help us achieve a 

clear boundary between the two classes during the model training. As such, we are interested in 
those features which occur with a much higher frequency in one class but not in the other class. 

At first, the lists of tokens of both classes were counted for frequency of occurrence, and a feature 

dictionary was created such that the key is the token/feature and the value is the frequency of this 
token/feature. As mentioned before, we have more burnout cases than noburnout cases. To 

reduce the advantage of length for the burnout class, we further normalized each of the values of 

this feature dictionary with the total number of tokens in the respective class text file. We then 
computed the difference between the frequencies of both classes: we took all the features present 

in the burnout and noburnout feature dictionaries and note the difference of their normalized 

frequencies: 

 
diff  =  burnoutnorm.freq -  noburnoutnorm.freq 

 

We created a new dataset (dataframe) containing the following columns: feature, burnout 
frequency normalized, noburnout frequency normalized, difference. We sorted using the 

                                                
5 https://spacy.io  

https://spacy.io/
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frequency difference. Note that if we have a positive difference, the burnout normalized 
frequency is greater than the one for noburnout. In other words, the feature has occurred 

relatively more frequently in the burnout text rather than noburnout text. In the same way, if we 

have a negative difference, the feature has occurred more frequently in the noburnout text than in 

the burnout text. 
 

For a given feature set size, say N (where N is an even number), we selected N/2 features which 

had the greatest positive difference and another N/2 features with the greatest negative difference. 
In this way, we selected those features which had the greatest (positive or negative) difference 

between the two classes in the training set. We did not consider features which occur relatively 

commonly in both classes as they are not very discriminatory. 
 

4.2.2. Burnout Detection Model 

 

This section describes the second part of the training phase. In this phase, we transform the 
training and test sets into their corresponding feature vector matrix according to the previously 

selected features. For the purpose of training our burnout detection model, only the training set is 

used, while the test set is used for model evaluation. 
 

During training, we loop over the different features identified in the previous experiment, using 

different feature set sizes (N=10,20,...,100). For each iteration we created Support Vector 
Machine (SVM) models using different configurations. Support Vector Machine models [52] 

[53] are supervised learning models that attempt to find a hyperplane separating the classes in N 

dimensions where N is the number of features. A set of data points, called the support vectors, is 

located close to the hyperplane and helps to orient the hyperplane, such that the maximum 
separation of the classes, i.e., larger margins, may be achieved. Support Vector Machines use 

mathematical functions called kernels to transform the feature space such that nonlinear 

boundaries are transformed to linear boundaries separable by a hyperplane. The linear kernel is 
the simplest and works well with linearly separable data. Some other Kernels which are 

commonly used [54] are RBF (Gaussian radial basis function), polynomial and sigmoid 

(sometimes being referred to as neural network model) kernels. Therefore, we applied the linear, 

RBF, polynomial and sigmoid kernels in our experiments. The parameter 𝐶 is the regularization 
parameter controlling the trade-off between misclassifications and the width of the margin. A 

large value of C leads to an overfit wiggly boundary whereas a low value of C causes a 

smoothened boundary [54]. In our proposed model, the value of C used was 1. 
 

In Figure 2 and 3, we show ten selected features with large positive difference and another ten 

features with large negative difference. 
 

 
 

Figure 2. Words with large positive difference. Translation: Und: and, Sachen: things/stuff, mal: one time, 

Du: you, Sie: she/her/they/you(formal), teilweise: partially, sagen: to say, hab: (I) have, Praxis: (medical) 

practice, Da: there 
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Figure 3. Words with large negative difference. Translation: Also: so/thus, Arbeit: work, Patienten: 

patients, Menschen: people, Unternehmen: company, Nein: no, irgendwas: something/anything, okay: 

okay, Ich: I, sage: (I) say 

 

5. RESULTS 
 

5.1. The Words of Burnout Patients 
 
Figure 4 and 5 show the word clouds for the ten most used nouns for the text labeled as burnout 

and noburnout respectively. The size of the font reflects the quantity (number of times) of the 

words appearing in the dataset. 

 

 
 

Figure 4. Top ten nouns from the class burnout;  translation to English: Beispiel: example, Prinzip: 

principle, Monat: month, Chef: boss, Termin: appointment/deadline, Dienst: shift/service, Recht: right/law, 

bisschen: a bit, Ja: yes, Oberärztin: senior physician (female) 

 

 
 

Figure 5. Top ten nouns from the class noburnout; translation to English: Fähigkeit: 

capability/competence, Besseres: something better, Radiologie: radiology, Auto: car, Bürokauffrau: office 

clerk (female), Lob: praise, Feedback: feedback, Abstrich: tradeoff, Berufsbild: job profile, Medizin: 

medicine 

 

We observe in the results that for burnout patients, stress-related topics are of high importance 
(e.g. senior physician, shift/service, boss), as well as factors concerning the time (e.g. month, 
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appointment/deadline). On the other side, for the texts from the class noburnout, positive work-
related topics are more common (e.g. competence, praise, feedback). 

 

5.2. Burnout Detection Model 
 

Figure 6 depicts the results of our experiments, relating the number of features considered to the 

accuracy obtained for models using linear, RBF, polynomial and sigmoid kernel SVM. The 
random baseline is 73.4% (percentage of burnout cases), since the test and training set contain a 

majority of records of the class burnout.  

 

 
 

Figure 6. Test accuracy for different feature set sizes of the SVM classifiers  

using linear, RBF, polynomial and sigmoid kernels 

 
The sigmoid kernel performs the best (79.7%) at around feature set size 90. It can be observed 

that increasing features continues to improve the accuracy in case of sigmoid kernel. We have 

shown the features set size up to 100, after this point increasing the feature set size caused a fall 
in test accuracy for the sigmoid kernel. The linear kernel likely predicts only one class and 

therefore lies on the random baseline. This indicates that our data is likely not linearly separable. 

The polynomial kernel of degree 3 goes up to an accuracy of 74.7% at around feature set size 20. 
The RBF kernel goes up to 77.2% at feature set size 40 and then stabilizes before falling down. 

 

We are thus able to train a classifier to detect burnout in text snippets with an accuracy clearly 
above the random baseline. Figure 7 shows the confusion matrix for the SVM with sigmoid 

kernel for a feature set size of 90. 

 

 
 

Figure 7. Confusion matrix of the SVM classifier with sigmoid kernel for a feature set size of 90. 
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6. DISCUSSION 
 
In the feature selection we identified the most typical words for the classes burnout and 

noburnout. Interestingly, the word Du (engl: you) is a feature for the class burnout, whereas the 

word Ich (engl: I) is a feature of the class noburnout. This is counterintuitive since previous work 

has shown that the common use of first-person singular can be interpreted as a sign of depression 
[20] [21]. 

 

Our burnout classifier reaches an accuracy of 79.7%, which is clearly over the baseline of 73.4%, 
even though the dataset contains a limited number of records. We therefore see a large potential 

for text-based approaches to identify burnout. 

 

The confusion matrix in Figure 7 indicates that our approach is more likely to present false 
positives (i.e. patients not having burnout being classified as having burnout) and less false 

negatives (i.e. patients having burnout, being classified as not having burnout). This can be 

partially explained by the fact that the dataset contains more records for the class burnout. In a 
clinical setting, this is preferable, since symptoms of burnout often overlap with other diseases or 

syndromes. We prefer that a doctor checks closely a patient because the tool indicated a potential 

burnout, and finds out he/she does have another syndrome, rather than following the prediction of 
the tool leading to the release of a person that might need further help.  

 

The interaction between the tool and the clinical professional is very important. The machine can 

provide tools for clinical professionals, but cannot replace them. Machines are not able to take 
ethical decisions, and cannot carry the consequences of their decisions. Therefore, a good tool 

provides decision-support in a clinical context, in a similar way nowadays inventories are doing. 

Such inventories, as for example the Maslach Burnout Inventory, have known limitations (e.g. 
users faking their results [10], extreme response bias [11], defensiveness and social desirability 

bias [12]). Free-text questions or interview transcripts can provide interesting new possibilities in 

the detection of burnout. The work presented in this paper confirms that such approaches are 
feasible and we assume that with more data, even better results than the ones presented in this 

paper can be achieved. 

 

Based on the results presented in this paper, the following challenges will need to be addressed in 
future work. Currently, the dataset does not differentiate between men and women, since the data 

is completely anonymized. However, in future work more detailed profiles of patients will need 

to be considered and carefully examined. It has been shown that the way men and women 
communicate is different [55], and that gendered wording can have an important impact. Due to 

the available data, we currently only include German extracts from interviews in the dataset. We 

expect to connect to clinical partners and extend our dataset with extracts in English and French. 

This will allow us to target a larger community and we plan to explore whether our findings for 
German are also applicable for the other languages. 

 

7. CONCLUSION 
 
Most work using NLP to detect depression uses data from social media, whereas the specific case 

of burnout is rarely addressed. In this paper, we presented BurnoutWords, a dataset based on 

interview extracts from burnout patients in the German language. The dataset was assembled 

with data from previous research and not from social media, as opposed to most of the existing 
research in the field. It allows first insights into the wording of burnout patients, and will be 

extended in the future with additional data. We also plan to investigate on the wording of burnout 

patients in other languages. 
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Since the existing work in the field of burnout detection is very limited, a comparative evaluation 
to similar datasets is currently not possible. Therefore, in future work, we want to address also the 

area of burnout detection in social media, to provide comparable validation measures of our 

approaches. 

 
We showed that upon such data, a classifier using Support Vector Machines with an accuracy 

clearly higher than the random baseline can be trained. With the sigmoid kernel, an accuracy of 

almost 80% was achieved, as compared to the random baseline of 73.4% (percentage of burnout 
cases in the dataset). Given that this first version of the dataset is very limited, the result is very 

promising. This work creates the foundation for future work in the field and new methods for 

clinical burnout detection. 
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