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ABSTRACT 
 
In the field of fabric manufacturing, many factories still utilise the traditional manual detection 
method. It requires a lot of labour, resulting in high error rates and low efficiency.in this paper, 

we represent a real-time automated detection method based on object as point. This work makes 

three attributions. First, we build a fabric defects database and augment the data to training the 

intelligence model. Second, we provide a real-time fabric defects detection algorithm, which 

have potential to be applied in manufacturing. Third, we figure out centernet with soft nms will 

improved the performance in fabric defect detection area, which is considered an nms-free 

algorithm. Experiment results indicated that our lightweight network based method can 

effectively and efficiently detect five different fabric defects. 
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1. INTRODUCTION 
 

Fabric is a world widely used material in our daily life, which is made from textile fibers. The 
defect is a flaw on the fabric surface, occurring in fabric manufacturing process, which 

determines the quality of the product [1]. The fabric defects can reduce the price of the product 

by 45% - 65% [2]. Therefore, in the process of fabric production, “defect detection” plays a quite 
significant role which is a determination process of the position, class and size of the defects 

occurred on the surface of fabric. Traditionally, the manual inspection method is carried out on 

the board to contribute the instant correction of the defect, which mainly depends on the 

professional skills and experience of humans. Also, human inspection has very high error rates as 
well as the slow detection speed, because of their carelessness [1,3]. Besides of the human error 

occurring due to fatigue, the small-scale defects can be hard to be detected and optical illusion 

also has the probability to ignore defects. 
 

A variety of algorithms including statistical analysis methods [4,5], spectrum analysis methods 

[6,7,8] and model-based methods [9] have been employed in the automation of fabric inspection 
which is based on the traditional machine vision. Among all the machine vision algorithms 

developed for detecting fabric defects, the method based on multi-channel Gabor filtering [8] has 

been considered to be one of the most successful ones. Gabor filter is able to transform the fabric 

images into the spectrum domain and then detect the defects by some energy criterion whose 
efficiency depends on the selection of filter banks [3].  However, the parameter selection of 

Gabor functions in all approaches depends on the dyadic decomposition, which can cause 

redundancy and correspondingly need excessive storage of data [10]. Also, the network structure 
cannot be modified since Gabor filter method, a supervised method of weight updating, is usually 

trained for one special database [11].  
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In the recent research, deep learning method has made a great success in object detection and 
image classification. By using advanced algorithm model such as convolutional neural network 

(CNN) [3], a deep learning approach can provide an unsupervised way in the fabric defects 

detection and classification. Compared with the traditional methods, it can obviously improve the 

detection and classification accuracy and speed, even make the real-time defect detection to be 
feasible [3, 11]. Also, the deep learning algorithm may build an effective model for all kinds of 

fabric images since it has highly optimized weight and can extract the required features 

effectively [11]. Nowadays, common object detection algorithms usually use the setting of a 
priori frame, that is, set a large number of a priori frames on the picture first, and the network's 

prediction result will adjust the prior frame to obtain the prediction frame. The a priori box 

greatly improves the detection ability of the network, but it will also be limited by the size of the 
object and detection speed. The CenterNet's detector uses keypoints estimation to find the center 

point and returns to other object attributes [12]. 

 

In this paper, we modify the CenterNet algorithm to meet the requirement of fabric defects 
detection. ResNet-50 is used as the feature extraction and the soft non-maximum suppression 

(Soft-NMS) is used for the expectation for improving the detection accuracy in the subsequent 

optimization of object detection. First, the training database for supervised learning needs to be 
built. In order to solve the over-fitting problem due to the lack of fabric defects images sample 

and improve the stability and anti-jamming ability of the neural network model, we expand the 

fabric image database by image cropping and rotation, add random real-time data augmentation 
in training process as well. After data augmentation, there are total 2,000 images in the 

experiment database which contains 5 kinds of fabric defects: snag, yarn thickness, hole, missing 

lines, fly yarn.  

 

2. MATERIALS AND METHOD 
 

2.1. Fabric defects data 
 
There are more than 70 classes of fabric defects are defined in the textile manufacturing industry. 

Most of defects are occurring in the same direction of motion or in the direction that is 

perpendicular to it. According to the standards of quality, the fabric defects can be divided into 
two classes: surface color change and local texture irregularity [13]. According to the samples we 

have got, we select the five most numerous defects on pure fabric as shown in the Figure 1. 

 

Normally, object detection and image classification based on deep learning rely on a large 
number image database. In this paper, single-sample database augmentation method, a kind of 

supervised database augmentation methods is used to expand the database size on the basis of the 

original data based on the preset data change rules. When augmenting a sample image, all 
operations are performed around the sample itself [14, 15].  

 

We expand the existing fabric defects database by cropping and rotating each image. Finally, 
there are 2,000 fabric defect images in the database for detection model training. Besides 

expanding the database to improve the generalization ability, this operation also can help avoid 

overestimating and improve the robustness of the model and reduce the sensitivity of the model 

the images [16]. 
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(d) (e)  

Fig 1. The examples of fabric defects. (a) snag. (b) yarn thickness. (c) hole.  

(d) missing lines and (f) fly yarn 

 

  
 

Figure 2.  Image cropping and result  

 

Image cropping means selecting a part of region in an image and discarding the rest. Using this 

technology, we can increase the database by selecting a large number of different regions in each 
original image. In this paper, as shown in Figure. 2, crop an image according to its four corners 

and all of the four new images should contain the defect region.  

 

    
 

Fig 3. Original image is rotated0°,90°,270° and 180° 

 

Each fabric defects image, including the original image and cropped image, is rotated with90°, 

180° and 270° clockwise rotation in turns, the number of the expanded database is four times as 

the original database as shown in Figure 3.The images generated by this operation can be similar 
to the fabric images which are taken under different cameras’ position.  

 

2.2. CenterNet 
 

For object detection, it is common to set large number of priori bounding boxes first. One-stage 

methods use anchor to set a lot of bounding boxes in the image and score each box directly. Two-
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stage methods will recalculate the feature maps in those boxes. These sliding window-based 
detection methods need to enumerate various potential object position and sizes, which leads to 

the heavy computational cost and time. To address the problem, CenterNet method uses 

boundingbox’s center point to represent the object, and then on the basis of the point, other 

attributes of the object such as size and dimension are regressed. In this way, object detection has 
become a standard keypoint estimation problem, which greatly improved the detection efficiency 

[12]. Resnet-50 and the deconvolutional module compose the backbone network together for 

higher resolution output (final stride=4). The whole framework of the CenterNet used in this 
paper is shown in Figure 4.  

 

 
 

Fig 4. An illustration of CenterNet structure 

 

There are three types of backbone neural networks for feature extraction used in the CenterNet 
method, normally it can be Hourglass Network, DLANet or Resnet [12]. Hourglass Network is a 

network which uses multi-scale features for extraction by taking advantages of multiple feature 

maps at the same time [17]. It is suitable for different gesture recognition of the one object, which 

is meaningless for fabric defects detection. and the number of Hourglass Network parameters 
used by CenterNet is too large, there are 190 million parameters. Therefore, we have chosen the 

Resnet as the backbone neural networks. 

 

2.2.1. Heatmap prediction 

 

Heatmap can be used to represent the classification information [12] and each class has its own 
heatmap. On each heatmap, if there is a center point of the object at a certain coordinate, a 

keypoint (represented by a Gaussian circle) is generated at that coordinate. 𝐼 ∈ 𝑅𝑊×𝐻×3 is an 

input image with width 𝑊  and height 𝐻  from backbone network. The aim of this step is to 

generate the keypoint heatmap �̂� ∈ [0,1]
𝑊

𝑅
×

𝐻

𝑅
×𝐶

, where 𝑅 is output stride=4, 𝐶 is the number of 

object classes and keypoint heatmap value �̂� is a measure of detection confidence of each class. 

Therefore, we can get whether there is object in the keypoint, its class and the probability of 

belonging to each class. Output shape is (128,128, 𝑛𝑢𝑚_𝑐𝑙𝑎𝑠𝑠𝑒𝑠). 
 

2.2.2. Points to boxes 

 
Center offset calculation is necessary since each keypoint located on top-left corner is responsible 

for predicting an object whose center is in the bottom-right corner. To extract the peaks in the 

heatmap for each class separately, we detect all responses whose value is greater or equal to its 8-

connected neighbors and keep the top 100 peaks according to detection confidence through 

adapting a 3 × 3 max pooling operation [12]. This is similar to the NMS method in the anchor-

based detection. �̂�𝐶 is a set of 𝑛 detected points of class 𝑐. The location of each point is given by 
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(𝑥𝑖 , 𝑦𝑖)  and the value of �̂�𝑥𝑖𝑦𝑖𝑐  is the detection confidence of this point in class 𝑐 . Points 

coordinates contribute to determine the location of bounding boxes: 

 

(𝑥𝑖 + 𝛿𝑥𝑖 − �̂�𝑖/2, �̂�𝑖 + 𝛿�̂�𝑖 − ℎ̂𝑖/2, 𝑥𝑖 + 𝛿𝑥𝑖 + �̂�𝑖/2, �̂�𝑖 + 𝛿�̂�𝑖 + ℎ̂𝑖/2), (1) 

 

where (𝛿𝑥𝑖 , 𝛿�̂�𝑖) = �̂�𝑥𝑖,�̂�𝑖
 is the prediction of center offset of the top-left corner keypoint to the 

bottom-right corner predicted object’s center and (�̂�𝑖 , ℎ̂𝑖) = �̂�𝑥𝑖,�̂�𝑖
 is the size prediction of the 

object corresponding to this point. Their output shape both are (128,128,2). 

 

2.3. Soft-NMS 
 

As an NMS-free method, CenterNet adapts max pooling operation to search on the heatmap and 
keep the boxes with the highest confidence in a certain area before decoding, replacing NMS 

post-processing. However, in the experiments we found that this operation similar to NMS 

performed well for small-size objects detection. For large-size objects, CenterNet cannot always 

find the object center correctly, NMS is needed to delete extra boxes.  
 

However, NMS method performs not very well when two defects are quite close to each other 

and it is difficult to determine a suitable value. In order to solve the problem, Soft-NMS is 

proposed to improve the detection accuracy [18]. For the detected boxes  𝑏𝑖 which has a high 

overlap with the maximum confidence detection box M, we decay their confidence rather than 

completely delete them. Gaussian penalty function as shown in the formula (2) is applied that is 

continuous to avoid a sudden decay which can lead to the change of the ranking of all the 
detection boxes. When the overlap is low, the penalty increases to ensure that there is no effect of 

M on other boxes which have a very low overlap with it.  

 

𝑠𝑖 = 𝑠𝑖𝑒−
𝑖𝑜𝑢(𝑀,𝑏𝑖)

𝜎 , ∀𝑏𝑖 ∉ 𝐷 
(2) 

 
 

Fig 5. Overview of object detection using NMS method 
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3. EXPERIMENT AND RESULT 
 
In this paper, we used 90% samples in the database as training and validation set in which 90% 

data for training. To train the model faster, we use a pre-trained model of ResNet-50.  Freezing 

training is adapted to speed up training efficiency as well as prevent weights from being 

destroyed, since the feature map extracted by the backbone part of the neural network are 
universal. The backbone network is frozen in the first 50 epochs, and mainly the later detection 

and classification part of the training are trained. The last 50 epochs are unfrozen, and the entire 

network is trained at the same time. The weights of model are saved in each epoch and when the 
loss of validation is not decrease, the training process will stop early. The learning rate is set as 

0.001 initially for freezing training and 0.0001 initially after unfreezing. It will decrease by 

monitoring validation loss. When there is no change in validation loss for 2 epochs, learning rate 

will decay by half. The large learning rate can accelerate learning to reach local or global optimal 
solution quickly, but the loss function fluctuates greatly in the later stage and it is difficult to 

converge. Decaying learning rate can help be closed to optimal solution. Also, we set 𝜎 to 0.5 

with the Gaussian weights function for Soft-NMS, the overlap represented by IoU in NMS is 0.5 
as well. The threshold of mAP is 0.01. 

 

The test environment is Asus desktop with Inter(R) Core(TM) i7-900K CPU@ 3.60GHz, 8GB 
RAM and Nvidia GTX 1600 Ti, the simulation software is python 3.6, Tensorflow-GPU 2.3.1 

and CUDA 10.1. 

 

Firstly, we evaluate the effect of database augmentation methods and NMS methods on detection 
accuracy based on mAP (mean average precision) is average precision of all class as shown in the 

follow formula: 

 

𝑚𝐴𝑃 =
1

|𝑄𝑅|
∑ 𝐴𝑃(𝑞)

𝑞∈𝑄𝑅

 
(15) 

 

where AP (average precision) is the area under 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑟𝑒𝑐𝑎𝑙𝑙  curve. We divide the 

database augmentation method into two strategies: image cropping and rotation. The results of 

test dataset detection are shown in the Figure 6. 
 

It is clear that NMS is necessary, mAP is quite low without NMS since there are too many extra 

boxes. mAP of the Soft-NMS method is almost 1%higher than NMS. Therefore, the results show 

that the Soft-NMS can improve the detection accuracy in CenterNet model. 
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Fig. 6 The mAP of Soft-NMS and NMS with different database augmentation methods 

 

We also train the Faster R-CNN model to detect the fabric defects, but the model is not trained 
very well, since it takes too much time to train, much more than that of CenterNet. The result is 

shown in the follow table. The detection speed of CenterNet is much higher than that of Faster R-

CNN, therefore, CenterNet is more suitable for real-time detection, meeting the requirement of 

real manufacturing. 
 

Table 1. Comparison between Faster R-CNN and CenterNet. 

 

Method Faster R-CNN CenterNet 

Speed 1.15it/s 17.85it/s 

mAP 69.93% 86.42% 

 

In the experiments, we have found the calculation formula of Gaussian circle radius is 

inconsistent with that in mathematics. After correcting it, the mAP becomes 89.55%, more than 
3% higher than the previous 86.42%. The AP of each class is shown in the Figure 7. We can see 

hole can be detected totally, yarn thickness and missing lines are easy to detect as well. Snag and 

fly yarn cannot always be detected, since their structure is diverse, and our sample size is not 
enough.   

 

As shown in the Figure 8, epoch loss of training and validation process are used to monitor the 

training process. We use validation loss change to determine whether the model is converged. In 
the two curve, loss value decreases as the epoch increases, meaning the model is learning. After 

50 epochs, the loss value increases suddenly, since we adapt freezing training before. In the later 

50 epochs, the weights of backbone network will change meanwhile, leading to the increase of 
the CenterNet loss. The training epoch loss curve is smoother than the validation epoch loss 

curve. 
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Fig 7. The AP (%) of each class in the final model. 
 

  
 

(a) 
(b) 

 

Fig 8. Epoch loss curve of (a) training process, (b) validation process 

 

4. CONCLUSIONS 
 
In this paper, we have proposed an effective fabric defect detection method based on CenterNet 

algorithm. Our objective is to detect the certain fabric defects on pure textile automatically in real 

time. To achieve this, we use a modified Resnet-50 to extract the feature map. And then three 
different convolutional layers are used to determine the object as point with classification 

information and its center offset as well as box size. After prediction, Soft-NMS is involved to 

improve the detection accuracy. CenterNet is a simple neural network but it has both high 

accuracy and high detection speed. It takes both detection precision and speed into consideration 
compared with Faster R-CNN. Therefore, it is suitable for fabric detection in real manufacturing, 

reducing human source sharply. As a lightweight network, it may even be able to be applied to a 

small computing platform like mobile. 
 

In future research, we will continue to improve the accuracy of the model and increase the types 

of detectable defects. Existing algorithm and our method have difficulties in the detection of 
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complex pattern textile. The reason is the lack of sufficient defect-free and defect samples to train 
reliable models. These difficulties also result in manufacturing processing cannot apply this 

technic to inspect the quality of fabric. We hope in the future, this real-time method can be 

installed in the manufacturing line to improve production efficiency and collect more data 

through manual assistance. This allows other art-to-date deep learning technique to be 
experimented and applied in fabric defect detection. 

 

In term of improving our method, there are three research gap that should be resolved: 1) This 
method is difficult to detect small defects. When checking the negative sample of snag detection, 

we noticed if the defects area is small, this method cannot recognize. 2) If the textile structure is 

similar, and the color is wrong (fly yarn defects), the accuracy of this method will be relatively 
poor. Part of the situation stems from the inability of the method to determine the center point of 

the defect. 3) The Soft-NMS technology can solve part of the overlapping situation. Normally 

overlapping defects will not be considered to have the same center point. However, if the centers 

of two objects overlap in the process of extracting feature map, they will be trained as one object, 
leading to some prediction error. We will focus on solving these disadvantages in our future 

work. 
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