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ABSTRACT 
 

Cyberbullying is a form of bullying that occurs across social media platforms using electronic 
messages. This paper proposes three approaches and five models to identify cyberbullying on a 

generated social media dataset derived from multiple online platforms. Our initial approach 

consists in enhancing Support Vector Machines. Our second approach is based on DistilBERT, 

a lighter and faster Transformer model than BERT. Staking the first three models we obtain two 

more ensemble models. Contrasting the ensemble models with the three others, we observe that 

the ensemble models outperform the base model concerning all evaluation metrics except 

precision. While the highest accuracy, of 89.6%, was obtained using an ensemble model, we 

achieved the lowest accuracy, at 85.53% on the SVM model. The DistilBERT model exhibited 

the highest precision, at 91.17%. The model developed using the different granularity of 

features outperformed the simple TF-IDF. 
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1. INTRODUCTION 
 

The emergence of Internet and various multimedia applications has enabled the communication 
over social-media platforms. The number of users accessing such applications is increasing 

rapidly. This has resulted in bullying general or specific users and user groups, either knowingly 

or unknowingly. The abuses resulting from cyberbullying can cause psychological harm to the 
target users and groups [1]. 

 

Cyberbullying is defined as ‘an aggressive, intentional act carried out by a group or individual, 

using electronic forms of contact, repeatedly and over time against a victim who cannot easily 
defend him or herself [2]. Sending vulgar messages, posting private information without an 

individual’s consent, frequently sending offensive messages, online gossip spreading, 

cyberstalking etc can be considered as actions that could be termed as Cyberbullying. Studies 
show that about half of American teenagers have experienced cyberbullying and victims often 

have psychiatric and psychosomatic disorders. 8% teens have reported some form of 

cyberbullying among the total reported 19% bullying cases. 
 

Cyberbullying can take place using any type of data. Text-based cyberbullying can be defined as 

the act of cyberbullying using texts for sending bullying messages or posts. To identify text-based 

cyberbullying, text classification plays a prominent role. A classification example of email 
involves categorising them into spam or non-spam, bullying or non-bullying. The data 
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classification can be achieved using classification algorithms like Naive Bayes, SVM, Neural 
networks and NLP. 

 

Due to an increase in the volume of data being shared over the social media platforms, it is 

tedious to implement a manual approach to cyberbullying detection. Hence, machine learning 
models for text-based cyberbullying detection can be used as an initial mechanism to reduce the 

manual efforts in reviewing the content [3]. The count, density and value of offensive words can 

be used as features to detect cyberbullying messages. Instead of actual textual features, few 
works have promoted the usage of complementary information that would supplement textual 

cyberbullying detection. The history of user’s activities, location, user personalities and emotions 

were considered.  
 

Several models have been developed and modified to date using many of the state-of-the-art 

technologies in identifying and preventing cyberbullying detection. These models were 

developed using machine learning and deep learning algorithms, which have the capability of 
learning human data. Supervised machine learning algorithms were used to classify online 

harassment on MySpace and Slashdot datasets, to compare the performance of various classifiers 

on binary and multi-classification problems using Naive Bayes (NB), SVM on Youtube 
comments [4]. These algorithms can be used to identify cyberbullying by combining it with the 

labelled data. The existing works utilizes the capabilities of only one of the machine learning, 

deep learning, or word embeddings techniques. We focus on combining the approaches to 
leverage the capabilities and to improve the performance. A list of contributions is summarized 

below: 

 

1.  We perform Cyberbullying detection using SVM, DistilBERT and Stacked ensemble model 
on our newly generated social media dataset. 

2.  We conduct an empirical evaluation on different levels of granularity of feature extraction 

methods in TF-IDF such as Word, Character and N-gram sequencing on SVM model. 
3.  We perform and present the results of a comparative evaluation of the five developed 

models in terms of various evaluation metrics. The sets of models evaluated are: 

 

(a) Traditional SVM model implemented using TF-IDF for Words. 
(b) An improved SVM model proposed by Sharma et al.[5] combined with the tokens   of 

Word, Character and N-gram in TF-IDF for feature extraction. 

(c) DistilBERT model with classification layer on top. 
(d) Stacked ensemble model by combining the base models explained in (a), (b) and the 

DistilBERT model in (c). 

 
4.  We present a detailed analysis on impact of these models on cyberbullying detection. In 

summary: 

 

(a) The traditional SVM model with TF-IDF for words yields the worst accuracy and SVM 
model with different tokens of TF-IDF (i.e., Words, characters, and N-gram) yield 

accuracies similar to that of the DistilBERT model. 

(b) The DistilBERT model yields the best precision. 
(c) The ensemble models outperform all individual base models. Furthermore, when using 

combined tokens of TF-IDF with SVM and DistilBERT embeddings, we achieve an 

accuracy of 89.6%. 
 

The rest of the paper is organized as follows: we briefly introduce the background in Section 2 

and review the related work in Section 3. In Section 4, we present the data pre-processing steps 
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and explain the details on the models developed. We report on the analysis of our obtained results 
in Section 5 and make the conclusions in Section 6. 

 

2. BACKGROUND 
 

In this Section, we provide an insight to the technical information on the methodologies which 
are relevant for the text classification approaches. The major topics discussed in Section 2.1 is 

Feature extraction. Section 2.2 describes the TF-IDF used in traditional machine learning 

algorithms. The DistilBERT is described in Section 2.3. 
 

2.1. Feature Extraction 
 
Feature extraction is a method by which raw data, of any formats such as text, image, video is 

transformed into an acceptable internal representation or a feature vector from which any learning 

sub-system such as a classifier, can identify input patterns [6]. Feature extraction is considered a 
critical step in cyberbullying for text classification [7]. The basis of an enormous amount of text 

processing is the text feature extraction, in which the text information is extracted to represent a 

text message [6]. An important factor in classifying texts, according to the machine learning 

models is to digitize them [8]. The machine learning classifiers are trained using the numerical 
format of the input data. By applying various feature extraction techniques, every text 

information needs to be converted into a numerical representation. The dimension of a feature 

space is reduced by means of feature extraction[9]. Redundant and uncorrelated information will 
be deleted through feature extraction. The reduction of features will assist in improving the 

accuracy of the algorithms and hence speeds up the processing time. Text feature extraction 

directly influences the accuracy of text classification. The text feature extraction is based on the 
vector space model, and the text is observed as a dot in N-dimensional space. The common 

methods of text feature extraction are Filtration, Fusion, Mapping. 

 

2.1.1. Filtering Method 
 

Filtering method faster and is suitable for extensive text feature extraction. Filtration of text 

feature extraction comprises of word frequency, information gain, and mutual information 
method [9]. 

 

1.  Word frequency: Word frequency is defined as the number of times a word appears in a text. 

To reduce the dimensionality of feature space using feature selection, words whose 
frequencies which are less than a certain threshold are deleted. The deletion criteria are 

based on a hypothesis that words with small frequencies will have a less impact on filtration.  

In terms of information retrieval, the words with less frequency of occurrences may have 
more information. Thus, it may be unseemly to remove the words only based on the word 

frequency. 

2.  Mutual information: MI (mutual information) is a commonly used method for mutuality in 
the analysis of computational linguistics models. MI helps to retrieve the differentiation of 

features. MI represents the relationships between information and the statistical 

measurement of correlation of two random variables. MI helps to create a table of 

association of words from a large corpus. If a feature belongs to a class, it is said to have 
largest amount of mutual information. A drawback of MI is that the score is regulated by the 

marginal probabilities of words. 

3.  Information gain: IG (information gain) is employed in machine learning to measure 
whether a known feature appears in a text of a certain applicable topic and the prediction 

rate of the information on the topic. The features that occur frequently in positive or 
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negative samples can be obtained by computing IG. The IG is computed on each feature 
based on the training data and deletes those features which has small information gain, and 

the remaining features are ranked in descending order based on the IG.  

 

2.1.2. Mapping Method 
 

1.  Latent Semantic Index: Mapping has been used in text classification and has shown to 

achieve good results [9]. The commonly used mapping methods is LSI (latent semantic 
index). LSI is an algebraic model introduced in 1988 by S.T. Dumais. LSI reduces the 

dimensionality of text vectors by extracting and employing the latent semantic structure 

between words and texts. The mapping is achieved through SVD (singular value 
decomposition) of item or document matrix. LSI can be used in text classification, 

information extraction, information filtering. 

 

2.  Least squares mapping method is based on centre vector and least squares. The clustered 
centre vectors reflect the structures of raw data, whereas SVC did not consider these 

structures. 

 

2.2. TF-IDF 
 

TF-IDF is a combination of TF and IDF (Term Frequency and Inverse document frequency). The 
TF-IDF score indicates the relative importance of a specific term in any dataset[7]. The TF-IDF 

algorithm is based on word statistics for text feature extraction. TF-IDF is used to vectorize the 

input [1]. The model considers only the expression of words, that are similar in all texts. The TF-
IDF is a commonly used feature extraction technique in text detection. A TF-IDF vector can be 

generated using different tokens such as words, characters, and n-grams. 

 
• Word TF-IDF: Matrix representation of TF-IDF scores of words 

• N-gram TF-IDF: Matrix representation of TF-IDF scores of n-grams, where n-grams are the 

combination of “n” words 

• Char TF-IDF: Matrix representation of TF-IDF scores of character-level ngrams 
 

2.3. Distil BERT 
 
DistilBERT can be defined as a distilled version of BERT in which a compression technique 

termed as “Knowledge Distillation” is performed on a larger model- BERT to train a smaller 

model and to reproduce the behaviour of actual BERT model [10]. The actual larger model is 
termed as “the teacher” and the compact model is termed as “the student” in distillation 

mechanism. The architecture of DistilBERT is same as that of the transformer architecture, 

BERT, but to reduce the model size, a smaller number of layers is used. The token type 
embeddings and pooler are removed from DistilBERT (which BERT uses for the next sentence 

classification task). The Batch size was also changed from original BERT that led to an increase 

in performance. DistilBERT has relied on the same training data as that of BERT model. Three 

training losses was taken into consideration for DistilBERT namely Distillation loss, Masked 
Language Modelling loss (from the MLM training task) and Cosine embedding loss (to align the 

directions of the student and teacher hidden states vectors). 

 
Triple losses ensure the DistilBERT model learns properly and has efficient transfer of 

knowledge. The distilled model has about half the total number of parameters of BERT base and 

retains 97% of BERT’s performances on language understanding capabilities. The DistilBERT 
model is 60% faster, and the model size was reduced by 40% when compared to the BERT 

model, has been constantly faster. The Parameter count of different pretrained language models is 
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depicted in Figure 2.4. The similarity in performances on various downstream tasks performed by 
DistilBERT and BERT was also validated. DistilBERT requires only a small computational 

training budget, while maintaining the flexibility of larger models. The DistilBERT models are 

small enough to run on platforms such as on mobile devices. 

 

3. LITERATURE REVIEW 
 

This Section provides a review of the existing literature on various text classification 

methodologies on different domains. Section 3.1 describes an overview of different datasets on 
which text classification has been performed. The machine learning algorithms implemented for 

text classification are discussed in Section 3.2. Section 3.3 highlights the works that have used 

Feature extraction techniques for classification.  

 

3.1. Various Social Datasets 
 
Engaging with the online platforms, people use social networks as a prominent way for 

expressing their opinion about an issue or presenting their experiences about an experienced 

product or service from a company. The data posted on these networks make users potentially 

vulnerable or abusive, which results in cyberbullying. Instagram, Twitter, Youtube are the 
commonly used social media platforms. The datasets are usually collected by crawling the target 

social media using its Application Programming Interface (API). The commonly used datasets for 

cyberbullying detection are described below. 
 

Raisi et al. [11] described Twitter as one of the public-facing social media platforms with high 

frequency of cyberbullying. To the best of our knowledge, Twitter is the most available source in 
the field of Natural Language Processing (NLP) for researchers since a large portion of reviewed 

papers have benefited from Twitter contents. One of the reasons that this social media is popular 

among researchers to check their proposed algorithm is that registered users can broadcast short 

posts (280 character per post) which are mostly textual posts providing a direct to the point 
source of data. Moreover, people can tweet on Twitter in different languages, so datasets for 

other languages than English may also be achieved through Twitter. Twitter daily use is 

increasing rapidly. Muneer et al. [12] mentioned that this platform raised many issues due to 
misunderstanding regarding the concept of freedom of speech meaning the users share their 

unfiltered opinion even if they have offensive contents. Thus, this platform is considered as a 

vital data source in the field of cyberbullying detection. 

 
Instagram dataset is a mix modal dataset that contains text, video, and photo at the same time. It 

seems that Instagram dataset is not suitable for employing NLP techniques, but it is worth 

mentioning that NLP is not limited to text analysis. However, there are several info-graphic posts 
which can be analysed using text analysis and image processing. Although there are rules on 

Instagram for reporting the abusive and harsh posts, the posts’ comments are good place for 

cyberbullying.  
 

The Ask.fm is a question and answering social network where users can ask their burning 

question, anonymously or publicly. This social network became the largest QA network in the 

world in 2017 [13].  A subsample of Ask.fm dataset was used for evaluating the weak 
supervision model. They filtered the dataset by removing anonymous users’ question-answers 

and the posts that contained only “thanks” word. Samghabadi et al. [13] collected a dataset which 

contained the full history of question-answer pairs for 3K users. 
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YouTube is an online video sharing social media. Although this social media is a suitable 
platform for sharing tutorials and informative videos, it is an open environment that each user can 

share different kinds of video with harsh contents such as racism videos, porn videos, and so on. 

This makes YouTube as a good source for researchers to evaluate their detection models on. 

Bruwaene et al. [14] used two datasets for evaluating their model. They chose about 11,000 posts 
from VISR dataset which is a dataset from SafeToNet application, an application for parents to 

control their children’s account in different social media. This dataset contains randomly chosen 

posts from six social media including YouTube. It has 7188 posts from total 603,379 posts. A 
hashtag collection and then crawled YouTube using the list of hashtags to download posts which 

are related to selected hashtags. 

 
Wikipedia is a well-known, free content, and multilingual encyclopaedia. Volunteers can edit the 

texts using wiki-based system. The editors can share their opinion and discuss about 

improvements of articles in an environment named Wikipedia Talk pages. These pages are 

associated with each article in the form of “Talk: Article’s name”. Editors post their messages as 
new thread and other can share their view about the issue. These threads may be a potential 

environment for cyberbullying between the editors. Existing works used the Wikipedia talk pages 

dataset which were collected by Wulczyn et al. [15]. The dataset was gathered by processing the 
public dump of full history of English Wikipedia. The corpus contains 63M comments from talk 

pages for the articles dating 2004-2015. The labelled dataset has about 14000 comments which is 

labelled as personal attacks. Gada et al. [16] used the Toxic Comment Classification Challenge 
dataset which is a Wikipedia comments dataset labelled by human for toxic behaviour. The 

dataset has around 1.6M rows.  

 

3.2. Cyberbullying Detection Using Machine Learning Algorithms 
 

In this section, the machine learning algorithms which mostly used in cyberbullying detection are 
reviewed. The recent literature accounts the use of different machine learning and deep learning 

algorithms for detecting the hate speech, harsh contents including the pornography and abusive 

languages. 

 
The most popular machine learning in text classification is linear SVM as the most text analysis 

problems are linearly separable. Moreover, the significant characteristic of SVM is that it can be 

learnable with any number of features. Thus, as the texts have lots of features, this algorithm is 
appropriate. choice for their classification problems. Hani et al. [17] compared two supervised 

machine learning algorithms which are SVM and CNN on two different types of features namely 

Term Frequency- Inverse Document Frequency (TFIDF) and Sentiment Analysis features. Like 

other approaches, they aimed to have a machine learning model for detecting the harassments in a 
text data, so their model followed the three main steps: pre-processing, feature extraction, and 

classification in which they used Support Vector Machine (SVM) as the machine learning 

algorithm. Besides the TFIDF features, they used N-Gram as the feature extraction method and 
for the sentiment features, they used Text Blob Library which is a pre-trained model on movie 

reviews. The results showed that SVM gets highest accuracy in 4-Gram while NN gets highest 

accuracy in 3-Gram. However, in average of n-Gram, NN works better than SVM. Kumar 
Sharma et al. [5] experimented different methods to identify bully content in a text and find the 

best classifier in this way. Among the four classifiers that they used SVM was the second one in 

terms of AUC score. Soni et al. [18] instead of doing research on only text data, they 

implemented an audio-visual-textual cyberbullying detection platform. They used 5 different 
machine learning algorithms including SVM for detecting cyberbullying in audio, visual, and 

textual features. The results showed that the proposed approach which applied the machine 

learning algorithms on multi modal features (Audio+Visual+Textual) compared to applying 
proposed approach on all comments achieved about 2.75% decrease in F1 score. The lowest F1 



Computer Science & Information Technology (CS & IT)                                        81 

score in all features belongs to SVM, which means this algorithm is not suitable for multi modal 
cyber bullying detection. As a hot topic in this field is detection of bullies in different languages. 

Leon-Paredes et al. Authors of [19] developed an online prevention tool for detecting 

cyberbullying in Spanish language. They used three different classifiers based on the 

characteristic of algorithms namely Naïve Bayes, SVM, and Logistic Regression on three 
different size of dataset which are small corpus, medium corpus, and large corpus. They 

measured accuracy, average precision, and F1 score as the evaluation metrics for a total 90 

executions. The results showed that the average precision of the detection was between 80% to 
91%, however, SVM got the best accuracy of 93% on the medium corpus at the training rate of 

10%. In addition, Nurrahmi et al. Authors of [20] proposed a cyberbullying actors detection 

system based on the reliability analysis of the users for notifying them about their offensive 
content in Indonesian language. They classified the tweets based on normal behaviour and 

abnormal behaviour and then used the number of bully and non-bully tweets for each user to 

calculate the probability of user’s behaviour so that they can user this probability in finding the 

reliability of the user. They categorized the users in four groups based on the probability of their 
behaviour: if the probability is less than 50% then user is normal, and if the probability is equal 

and more than 50% then the user lies under bullying actors. Their web-based tool used SVM as 

one of the two machine learning algorithms and tried it using two techniques, linear and RBF, to 
recognized whether the dataset is fitted to linear function or non-linear function. The results 

showed that SVM got higher F1 score than KNN algorithm, and between linear kernel or RBF 

kernel in SVM, the RBF with C=4 achieved the highest F1 score. 
 

3.3. Feature Extraction on Cyberbullying Detection 
 
The usage of social media platforms such as Facebook, WhatsApp, Twitter, and Instagram had 

increased over the past years [21]. A huge amount of data is transferred through these platforms 

among users which also includes obfuscated content and hateful words. The data contributing to 
cyberbullying could be of different formats such as text, images, and videos. Every dataset is 

comprised of features, which could be considered as variables. The data analysis, prediction, and 

classification are dependent on these features. The accuracy of any machine learning algorithm 

relies upon the features that have been used for training the models. The datasets are expanding 
with various features in the cyberworld, and this increases the challenge of selecting features for 

prediction. The quality of a dataset can be improved by optimizing features and hence feature 

extraction plays a vital role, as it helps in defining complex datasets with a reduced number of 
features. The feature extraction methods play an important role in improving the accuracy of the 

different Machine learning algorithms used to identify cyberbullying. The performance of 

cyberbullying detection using classifiers could be improved by using text-based features instead 

of non-text-based features such as image and network graph [2]. 
 

The different data types contribute different features that are used for cyberbullying prediction. A 

major classification of features includes content, user, sentiment, and network-based features [5]. 
Feature extraction methods implemented on any dataset depend on the data type. The content-

based features could be further classified as profanity, negativity, and subtlety [22]. Negativity 

and Profanity seems to appear among most of the cyberbullying instances [23]. Special features 
could be further used to predict the label that includes Sexuality, Intelligence, and Race. 

 

The most identified cyberbullying involves the usage of text data types irrespective of the social 

media platforms. Text data types consist of the negative connotation, profane words, context 
related to minority races, physical characteristics, religion [3]. The textual features help in 

improving the analysis of cyberbullying content includes the density of inappropriate words, 

number of special characters such as question mark and exclamation, the density of upper-case 
letters, number of smileys and part of speech tags. A combination of features was identified to 
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detect cyberbullying in Youtube comments [11]. Online user-based features, cyberbullying-
specific features, content-based features were used to identify cyberbullying in social network 

videos that include Youtube user comments. 

 

TF-IDF is a commonly used feature extraction technique in text detection. Dinakar et al. In [23], 
the authors used TF-IDF on multiple machine learning algorithms to compare the accuracy of 

cyberbullying detection on Form spring and Youtube datasets. The feature extraction method was 

used in predicting the accuracy of the model generated using SVM on MySpace, Slashdot, 
Kongregate by Raisi et al. [11]. The accuracy prediction of cyberbullying detection on Turkish 

language was performed by obtaining TF-IDF properties [8]. As an initial approach to get the 

baseline model, Gada et al. [16] used TF-IDF on simple classification techniques. Among 
different feature engineering techniques carried out in the early detection of cyberbullying, the 

lexical features were weighted using TF-IDF [13]. The TF-IDF vectors generated using different 

levels of input tokens such as Word TF-IDF, N-gram TF-IDF and Char TF-IDF was used by 

Chen et al. [7] to compare their HANCD model with baseline models such as KNN, Random 
Forest, Naive Bayesian, XGBoost and Logistic Regression. Chen et al. [7] identified that TF-IDF 

vectors was more effective when compared to the pre-trained word embedding technique, Glove. 

Sharma et al. [5] created a Machine learning model by extracting all the feature vector sets and 
stacked them to a single feature set. Word and characters were taken as token for TF-IDF feature 

extraction. Features were extracted using TF-IDF along with sentiment analysis to design the 

cyberbullying detection model designed by Hani et al. [17]. Analysis of tweets to identify bully 
and non-bully tweets were performed using TF-IDF vectorization. TF-IDF is a simple and proven 

method in text classification [7]. 

 

DistilBERT pre-trained language model is built by leveraging the knowledge distillation on 
BERT models. The DistilBERT models are lighter and has a faster inference time. This recently 

released pre-trained language model is getting popular and researchers are working to exploit its 

capabilities on various downstream tasks.  
 

Herath et al. [1]  developed and evaluated a cyberbullying classification model using DistilBERT 

and state-of-the-art NLP technology. The dataset collected from Twitter for the SemEval 2019-

Task 5 (HatEval) challenge was utilized for the study. The addressed problem in this challenge 
was to identify cyberbullying against Women and Immigrants. To identify cyberbullying, three 

classification models, each built on DistilBERT along with a classification layer was developed. 

The three models were built by changing the ratio of positive and negative classes as explained 
below: 

 

1. Model A: Training data was imbalanced, and majority class was positive. 
2. Model B: Training data was imbalanced, and majority class was negative. 

3. Model C: Training data was balanced. 

 

All the three models mentioned above were ensembled using a Simple Voting Classifier to 
predict the results. This ensemble model achieved a result of 0.41% F1-Score. 

 

Ratnayaka et al. [24] implemented DistilBERT in identifying cyberbullying detection through 
role modelling. Ask.fm dataset was utilized to categorize the participant roles into victim and 

harasser, which is a multi-class classification problem. The evaluation of cyberbullying 

classification was done based on the model developed by Herath et al.[1] as explained above, 
where in three models where ensembled in which each model was fed with a training dataset in 

which the majority class was positive, negative, and balanced. The Twitter dataset was used to 

evaluate this model, in which the tweets were categorized into “Offensive” and “Not Offensive”. 

This ensemble model achieved an accuracy of 0.906 on F1 score. 
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4. OUR PROPOSED CYBERBULLYING DETECTION APPROACHES 
 
In the following section, we first present the data processing steps performed. Then in subsection 

4.2 we present the modified SVM models. The two SVM models were developed using different 

tokens of TF-IDF vectors. The proposed DistilBERT-based model is presented in subsection 4.3. 

The Ensemble models of stacking the base models are explained in detail in subsection 4.4. 

 

4.1. Data Pre-processing 
 

Data pre-processing plays a major role in developing any machine learning model, as the model 

performance relies on the data input. It is an important step in cleaning the data before feeding 

them to any model, to avoid any error during training. The NLTK library is commonly used to 
perform the pre-processing tasks such as tokenization, lemmatization removing stop words and 

unwanted characters, stemming the raw data. The type of data pre-processing required depends 

on the task for which the models are developed. The blank rows were removed, and the text case 
was converted to lower case. This was followed by the tokenization, word-stemming, and 

lemmatization process. The stop words were not removed in our cyberbullying detection task, 

because the important indicators for cyberbullying detection could be the second and third nouns. 

 

4.2. Applying Two Different Length of Feature Extraction Tokens on SVM 
 
Two different feature extraction tokens were used to implement the enhanced SVM model. The 

models differed in terms of TF-IDF vectors fed into the classifier. The SVM Model 1 utilized the 

TF-IDF for words, and the SVM Model 2 was built using the TF-IDF vectors of Words, 

Characters, and N-gram. 
 

4.3. Applying Word Embeddings: DistilBERT 
 

The raw data was pre-processed. The processed data saved to a data frame. The data is split into 

Training Set, which constitutes 80% of the entire dataset and Testing set, that contains 20% of the 

remaining data. The DistilBERT Tokenizer and DistilBERT model is loaded. The Training 
dataset is fed to the DistilBERT Tokenizer. The Tokenizer converts the raw data into a format 

that DistilBERT can process. The DistilBERT Tokenizer performs below actions to prepare the 

input to the model: 
 

1. Tokenizer transforms the sentence’s words into an array of DistilBERT tokens. 

2. Adds a special starting token ([CLS] token) to the above generated sequence. 
3. Adds the necessary padding to have a unique size for all sentences (we used the maximum 

length value as 32). 
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Figure 1.  The DistilBERT Model 

 
The output from the DistilBERT Tokenizer contains input IDS, Attention masks and Special 

Tokens. This is fed to the DistilBERT fine-tuned model. The Trained DistilBERT model was 

used to generate the sentence embeddings. The output of this model is a vector of length 768 
(default length).  

 

To utilize this output from the pre-trained DistilBERT embedding model for cyberbullying 
detection, a basic neural network architecture with Dense and Dropout layers is implemented. 

This layer gets the input from the DistilBERT transformer and produces a vector, that is used for 

predictions in classification tasks. The model was trained for 3 epochs. Adam was used as the 

optimizer for the model. Since the samples belong to exactly one class, the Sparse Categorical 
Cross entropy is used to estimate the loss calculation. The block diagram of the DistilBERT 

Model developed is illustrated in Figure 1. 

 

4.4. Stacked Ensemble Models 
 

We have developed two models that are based on two different approaches: the enhanced SVM is 
based on the textual features of the data, and the DistilBERT word embeddings is based on the 

ability of language understanding capabilities of NLP transformers. These heterogeneous models 

are combined using the Stacking Ensemble method for the classification task. In the ensemble 
model, a meta-learning classification algorithm is used to combine the predictions from the two 

base models, SVM model and DistilBERT model. Since stacking model has the ability to exploit 

the potential of various well-performing models, sit was chosen to make predictions on the 

cyberbullying detection task, expected to exhibit better performance than the individual base 
models. 
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Figure 2.  The General Ensemble Model Architecture 
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Figure 2 represents the general stacked model architecture. Cyber-bullying detection is a binary 
classification problem, and the input features are independent. Hence, the Logistic Regression 

model is used as a meta-model for classification of cyber-bullying content. 

 

5. EXPERIMENTAL RESULTS ANALYSIS  
 

5.1. Evaluation Metrics 
 
The potential of any model can be evaluated using few metrics which helps in determining the 

ability of a model to differentiate texts as cyberbullying or not. To analyse the performance of 

models, it is important to examine the assessment metrics. The evaluation of models was 

performed based on various parameters such as Accuracy, Precision, Recall and F1-measure from 
the confusion matrix. Confusion matrix can be used to measure the performance of any machine 

learning classification problem.  

 
The Accuracy of a model can be defined as the ratio of the number of correct predictions against 

the total number of predictions made. The Accuracy can be estimated using below formula. 

 

Accuracy =           TP + TN      
      TP + TN + FP + FN 

 

The Precision of a model is determined as the proportion of predicted positive cases to the total 
predicted positives. It helps us to calculate the ratio of relevant data among true positive (TP) and 

false positive (FP) data belonging to a specific class. 

 
Precision =       TP 

                                                          TP + FP 

 

Recall can be defined as the proportion of Real Positive cases that are correctly Predicted 
Positive. 

 

Recall =     TP 
       TP + FN 

 

F1-Score is the weighted average of Precision and Recall. F1 Score is calculated using below 

formula. F1-score helps to combine precision and recall into a single measure. 
 

F1Score =     2 ∗ Precision ∗ Recall 

                       Precision + Recall 
 

5.2. Impact of Feature Extraction on SVM models 
 
Muneer et al. [12] performed a comparative analysis of various machine learning models for 

cyberbullying detection on twitter dataset. The dataset used was relatively smaller in size when 

compared to other works and was similar to the smaller dataset used in our work. The work 
employed the TF-IDF vectorization for feature extraction as applied in this thesis. The SVM 

model developed by utilizing TF-IDF features exhibited a lower accuracy of 67.13% and a 

precision of 0.67. These metrics were much lower when compared to our results, where in an 
accuracy of 85.53% and precision value of 0.86 was achieved. Salminen et al. [25] conducted an 

analysis of different classifiers using a combined dataset which was extracted from different 

social media platforms such as Youtube, Twitter, and Wikipedia. The generated dataset had a 
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class imbalance of 1:4, in which most of the data samples had non-cyberbullying content. Due to 
the similarity in the generation of dataset and the class imbalance exhibited in the study, a 

comparison of results was performed using the results obtained from this paper. The study was 

done using different stand-alone feature extraction methods such as TF-IDF and BOW, word 

embedding techniques such as Word2Vec and BERT, simple features such as punctuation and 
use of upper-case characters etc in combination with individual ML algorithms such as LR, NB, 

SVM, XGBoost etc. F1-score was used as an evaluation measure in this study. SVM model 

exhibited an F1-score of 64.8% with TF-IDF vectorization, which was clearly less compared to 
the results obtained in our study, where we obtained an F1-score of 71.48%. 

 

In addition to the above comparisons, due to the similarity in the dataset features and source of 
extracted data, the performance of SVM model was compared with the machine learning model 

developed by Sharma et al. [5]. The dataset was extracted from sources such as UCI, Twitter and 

Kaggle. The extracted dataset was pre-processed and labelled resulting in a final set with columns 

Date, Comment and Label. This is similar to the dataset used for this work, though we have 
limited features and our dataset had contents extracted from Twitter.  

Two SVM models were implemented using different tokens of extracted TF-IDF vectors to 

understand the impact of feature selection on traditional SVM models. The initial model was 
based on the simple TF-IDF word tokens which was fed to the SVM model. The second model 

was built by using the various tokens of words, characters, and N-grams of TF-IDF vectors into 

the SVM model. 
 

5.2.1. Evaluating Different Feature Extraction Token Sizes on SVM Models 

 

Different N-gram word tokens were tested on the SVM-TF-IDF model. The N-gram range 
chosen was between 1 and 7. We identified that, with an increase in the word n-grams, the 

accuracy was decreasing. The model performed better when the N-gram was set as (1,1) and 

resulted in an accuracy of 85.53%. The corresponding accuracies of different N-grams are listed 
in Table 1. 

 
Table 1.  Comparison of different word tokens. 

 
Word 

N-gram 

Accuracy 

(in %) 

1 85.53 

2 85.28 

3 85.22 

4 85.39 

5 85.33 

6 85.37 

7 85.13 

 

An analysis was done by changing both the word and character tokens using N-gram. A unigram 

character token was also used by default in addition to the other two tokens. The word and 

character tokens were tested for different N-gram values within the range of 1 to 7 to determine 
the impact of the increase in token size on accuracy. The accuracy was dropping when both the 

word and character token sizes were increased simultaneously. The comparison of accuracies on 

different word and character tokens is illustrated in Table 2. 
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Table 2.  Comparison of different word and character tokens. 

 
 

 

 
 

 

 

 
 

 

Hence, to understand the impact of “Character” tokens, the unigram of word token was 
considered, and the experiment was performed by changing only the “Character” token sizes. The 

unigram of character token was used in combination with the word unigram and character N-

gram. The results obtained from changing the token sizes are illustrated in Table 3. The best 
accuracy was achieved when the N-gram was set as (1,5) for the character token. Hence the 

feature vector for the base model was created using a combination of unigram character, unigram 

word token, and an N-gram of (1,5) for character tokens.  

 
Table 3.  Comparison of different character tokens, word and character unigram. 

 
Word 

Unigram 

Character 

N-gram 

Character 

Unigram 

Accuracy 

(in %) 

1 2 1 88.02 

1 3 1 88.04 

1 4 1 88.05 

1 5 1 88.1 

1 6 1 88.03 

1 7 1 88.06 

 

The accuracy of the SVM Model 1 achieved was 85.53%. This accuracy was achieved by 
implementing the TF-IDF vectorization on words. The model exhibited a better Recall and F1 

score was achieved for Class 0 data. The accuracy of the SVM Model 2 achieved was 88.1%. 

This accuracy was achieved by implementing the TF-IDF vectorization on words, character and 
N-gram tokens. The Evaluation metrics comparison of both SVM models is illustrated in Table 4. 

Figure 3 represents the Confusion matrix of SVM models 1 and 2 respectively.  

 
Table 4.  Comparison of two SVM models. 

 
Model Parameters 

Accuracy Precision Recall F1-Score 

SVM: TF-IDF of Words 85.53 82.05 63.33 71.48 

SVM: TF-IDF of Words, Characters and 

N-gram 

88.1 84.38 71.71 77.53 

 

The increase in accuracy of the SVM model 2 can be attributed towards the combination of 

different granularity of features. The results also showed a drastic increase in the Recall and 
F1scores. Thus, combining different tokens prove to perform better on traditional SVM 

algorithms, than relying on a single feature set.  

 

Word N-

gram 

Character 

N-gram 

Character 

Unigram 

Accuracy 

(in %) 

2 2 1 87.03 

3 3 1 88.02 

4 4 1 87.83 

5 5 1 87.56 

6 6 1 87.26 

7 7 1 86.86 
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Figure 3.  Confusion matrix of SVM models 1 and 2 respectively 

 

5.2.2. Evaluating Different Length of Feature Extraction Tokens on SVM against 

Existing Work 

 

The analysis of the existing work is done by comparing the developed models based on 

similarities such as the feature extraction method and ML algorithm. 
 

A summary of the comparison of the related work based on TF-IDF vectors is illustrated in Table 

5. 
 

Table 5.  Comparison of Related Studies. 

 
Authors Feature N-gram Classifier 

Muneer et 

al. [12] 

TF-IDF: Words Unigram SVM 

Salminen 

et al. [25] 

TF-IDF: Words Unigram SVM 

Sharma et 

al. [5] 

TF-IDF: Words, 

Characters 

& N-gram 

(1,5) 

Character 

SVM 

In this 
paper 

TF-IDF: Words Unigram SVM 

In this 

paper 

TF-IDF: Words, 

Characters 

& N-gram 

(1,5) 

Character 

SVM 
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For comparing the results with the model developed by Sharma et al. [5], the dataset used for this 
paper was deployed on their model which we developed based on their work. The model was 

developed by generating TF-IDF vectors of three types. The TF-IDF vectors of both words and 

characters as tokens along with an n-gram sequencing from 1 to level 5 was generated. The 

extracted feature vectors were stacked into a single set. This stacked set of features were divided 
into training and test data sets. The SVM model trained using the stacked feature set resulted in 

an accuracy of 88.1%. The results of the SVM Model with TF-IDF word tokens was compared 

with the model developed by Sharma et al. [5]. The baseline model outperformed in this scenario 
compared to the SVM Model with TF-IDF word tokens, which was based on only word vectors 

that was developed in this paper. This increase in performance could be due to the combination of 

different extracted feature vectors. Due to the high performance of the traditional SVM using 
different tokens of TFIDF such as Words, Characters and N-gram sequencing, we have chosen 

this as the base model instead of the simple SVM with TF-IDF for words. 

 

5.3. Comparative Evaluation of DistilBERT Model on Cyberbullying Detection 
 

DistilBERT pre-trained language model developed by Sanh et al. [10] is an emerging word-
embedding technique, that uses lesser number of parameters when compared to the existing 

BERT embeddings. Researchers are implementing DistilBERT in many downstream tasks and 

few works has focused on using DistilBERT for Cyberbullying detection. The classification 

model used by Herath et al. [1] to identify cyberbullying against Women and Immigrants uses 
DistilBERT. Three models which were built on a Training dataset by changing the ratios of the 

majority classes acts as base models. The final ensemble model was built using a Simple Voting 

Classifier.  
 

Since the dataset used in this research is comparatively balanced, a simple DistilBERT model 

was developed, with a classification layer on top. Reducing the number of DistilBERT models 
reduces the training time. This model provided an accuracy of 87.53% and the highest precision 

of 91.17%. This model was slightly better when compared to traditional SVM with TF-IDF in 

terms of accuracy. The Processing time of training DistilBERT model was 30 minutes for the 3 

epochs. The DistilBERT exhibited the maximum training time when compared to all other 
models developed. The better recall and f1 scores were exhibited for class 0 data in DistilBERT 

models as well. In addition to that, this model outperformed in terms of Precision for bullying 

content. The Confusion matrix generated for the DistilBERT model is shown in Figure 4.  
 

 
 

Figure 4.  Plot of DistilBERT Confusion Matrix 
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Figure 5.  Training and Validation Loss       Figure 6.  Training and Validation Accuracy 

 
The training and validation loss of three epochs in DistilBERT model is plotted in Figure 5. 

Figure 6 represents the training and validation accuracy for the three epochs. The training and 

validation losses drastically reduced with the increase in the number of training epochs. The 
training accuracy improved significantly over the epochs, however, there was a slight dip in the 

validation accuracy at the end of the third epoch. 

  

5.4. Proposed Ensemble Models 
 

We developed and analyzed the performance of two ensemble models. The initial ensemble 
model is using the traditional SVM with the TF-IDF for words and the DistilBERT model. The 

second ensemble model is developed using the combined feature extraction levels of TF-IDF 

using different tokens such as word, character, and n-gram on SVM and the DistilBERT model. 

More details of these two ensemble models are explained below: 
 

5.4.1. Ensemble Model 1: Ensemble Using SVM (TF-IDF for Words) and DistilBERT 

 
This ensemble model is built using SVM and TF-IDF for words along with the DistilBERT 

model. It yields an accuracy of 88.3%. The Recall and F1 score of this ensemble model were 

much better while compared to the base SVM and DistilBERT models. The Confusion Matrix of 

the Stacked ensemble model 1 is shown in below Figure 7. The ensemble model 1 outperformed 
the base models in terms of evaluation metrics except for precision. 

 

5.4.2. Ensemble Model 2: Ensemble Using SVM (TF-IDF For Words, Characters, and n-

gram) And Distilbert 

 

The accuracy of the second ensemble model developed using SVM along with the different 
tokens of TF-IDF vectorization such as words, characters, n-gram and the DistilBERT model is 

over 90%. The Confusion Matrix of the Stacked ensemble model 2 is shown in Figure 8. The 

increase in accuracy is due to the efficient base models. The Base model 1 has taken into 

consideration the different granularity of TF-IDF vectors and the word embeddings in the 
DistilBERT model accounted for the better performance. 
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Figure 7.  Ensemble model 1 

 

 
 

Figure 8.  Ensemble model 2 

 

5.5. Performance Comparison of All Models 
 

A summary of the performance of all the five models in terms of various evaluation metrics is 
represented in Table 6.  

 
Table 6.  Model Parameters. 

 
Model Parameters 

Accuracy Precision Recall F1-Score 

SVM: TF-IDF of Words 85.53 82.05 63.33 71.48 

SVM: TF-IDF of Words, Characters and 

N-gram 

88.1 84.38 71.71 77.53 

DistilBERT 87.53 91.17 62.51 74.17 

Ensemble: Model 1 88.3 78.12 82.30 80.15 

Ensemble: Model 2 89.66 83.76 79.27 81.45 

 

DistilBERT model exhibited the best precision when compared to all the other models, however 

ensemble models outperformed in terms of all other parameters. The highest accuracy of 89.66% 
is exhibited by the Ensemble model 2 among all other models. This model also yields the best 

F1-score of 81.45%. Among both SVM models developed, SVM model 2 outperforms the other 
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in all aspects due to the combined features fed into the model. Thus, with the increase in levels of 
tokens fed as features, traditional models perform better when compared to models built using a 

single set of features. The accuracy of this SVM model is very similar to the proposed 

DistilBERT model, which had inbuilt word embeddings. Thus, the addition of different tokens as 

features acts as a substitute for the word embeddings, while implemented on smaller datasets. 
 

 
 

Figure 9.  Performance Comparison of all models 

 

The ensemble models can be used to develop systems that can predict the cyberbullying with 
better accuracy and exhibits better performance than individual base models. The Performance 

comparison of all the models is illustrated in Figure 9. All the models exhibited better accuracies 

and had slight improvements while implemented using word embeddings, the increase in features 

tokens and ensembling the models. We observed fluctuations in the Precision and Recall of 
various models. The lowest precision was demonstrated by the Ensemble model 1. However, the 

ensemble model 1 exhibited the highest Recall when compared to other models. Both ensemble 

models achieved a better F1-score than all the individual base models. 
 

6. CONCLUSION 
 

The impact of cyberbullying is dramatically increasing due to ease of access to Internet. This 

results in phycological and physical harm to victims. There are several systems available to tackle 
cyberbullying. This work identifies three different models for cyberbullying detection using a 

newly generated dataset that was extracted from the Enron email dataset, Twitter parsed data and 

Youtube parsed data from the Mendeley Cyberbullying dataset. These models were based on 
traditional machine learning algorithms and recent state-of-the-art word embeddings that consists 

of a single neural layer on top. We have also introduced an ensemble model using a stacking 

method for combining two base models which were based on completely different approaches to 
leverage the performance.  

 

The evaluation of the proposed ensemble models shows good performance in cyberbullying 

detection. The traditional machine learning models require feature extraction techniques for 
better performance; however, the DistilBERT word embeddings have inbuilt tokens and do not 

require any explicit tokenization. The traditional SVM models were based on TF-IDF feature 

extraction of words and a combined TF-IDF vectors of words, characters, and N-gram. The 
experiment results indicated that the SVM model with the combined vectors outperformed the 

simple SVM-TF-IDF model. The DistilBERT exhibited the best precision of 91.17%. The 
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Stacked ensemble models outperformed the base models in terms of Accuracy, Recall and F1-
Score. The Ensemble model using the combined vectors along with SVM and the DistilBERT 

model had the best accuracy of 89.6%. 
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