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ABSTRACT 
 

In this paper, we propose improvements in how estimation bias, e.g., the tendency towards 

under-estimating the effort, is measured. The proposed approach emphasizes the need to know 

what the estimates are meant to represent, i.e., the type of estimate we evaluate and the need for 

a match between the type of estimate given and the bias measure used. We show that even 

perfect estimates of the mean effort will not lead to an expectation of zero estimation bias when 
applying the frequently used bias measure: (actual effort – estimated effort)/actual effort. This 

measure will instead reward under-estimates of the mean effort. We also provide examples of 

bias measures that match estimates of the mean and the median effort, and argue that there are, 

in general, no practical bias measures for estimates of the most likely effort. The paper 

concludes with implications for the evaluation of bias of software development effort estimates. 
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1. INTRODUCTION 
 

Imagine that you are asked to throw two dice many times. Each time, the outcomes of the two 

dice are multiplied. The dice are fair, which gives 36 equally likely outcomes ranging from 1 
(1x1) to 36 (6x6), with a mean outcome of 12.25 (3.5x3.5), a median outcome of 10 (half of the 

outcomes have values of 10 or less) and a mode of 6 (most frequently occurring value1). What 

would be the best estimates of the products when the goal is to give unbiased estimates? 

 
A good response would be that the best estimates depend on how the bias will be measured, i.e., 

how we will interpret unbiased estimates. We may, for example, interpret estimation bias as mean 

bias (a tendency to give estimates higher or lower than the mean), median bias (a tendency to 
give estimates higher or lower than the median), or even mode bias (a tendency to give estimates 

higher or lower than most frequently occurring value). Assume that you get informed that the 

goal is to give mean unbiased estimates, and consequently select the mean outcome (12.25) for 
each of your estimates. You are likely to have the correct prediction less often compared to the 

use of the mode (6) as your estimate and more than half of your estimates will be too high, but 

the mean outcome will be expected to be the same as your estimate, i.e., the bias measure:  

                                                
1 The value 12 is occurring equally often, but for simplicity, we choose 6 as our mode value in this example. 

http://airccse.org/cscp.html
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Has an expected value of zero, where acti and esti are the actual and estimated product of throw i, 

respectively. 
 

What if you had used the relative (scale-free) measure: 
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as your bias evaluation measure. In this case, as we will show later, neither the mean nor the 

median gives an expected bias of zero. Instead, this measure rewards under-estimating the mean a 
lot. The optimal value for this bias measure is in our example is 6, which happens to be the mode 

(but will not in general be the mode). If we, however, change the bias measure to: 
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i.e., divide by the estimated rather than the actual values, the mean again becomes the estimate 
leading to an expectation of zero bias. The use of the median outcome as your estimate is for 

none of the three bias measures leading to an expectation of zero bias. 

 

The above example is meant to demonstrate that without a match between type of estimates and 
how we evaluate the bias of the estimates, we cannot ensure evaluation fairness (giving perfect 

scores to perfect estimates of the intended type) and we risk rewarding poorer estimation 

performance. Implicitly, the example also tells us that without knowing what type of estimate we 
evaluate, it is hard to know how to evaluate it properly. 

 

The example can easily be transformed into one of effort estimation. It illustrates, for example, 
that even perfect estimates of the mean effort will not give an expected estimation bias of zero 

when using the measure: 
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and that observing an estimation bias of zero using this measure suggests that the estimates had a 

tendency to under-estimate the mean effort, not that the estimates are unbiased. Not knowing 
what type of effort estimate we evaluate makes it hard to evaluate their bias, e.g., degree of 

under-estimating the actual effort, properly. 

 
The next section aims at giving more insight into the match and lack of match between the type 

of estimates and frequently used bias measures. While there has been much research on 

challenges with the use of common software development estimation error measures, in 

particular the challenge connected with the use of the Mean Magnitude of Relative Error 
(MMRE), see for example [1-5], we have been unable find analyses of challenges and proper use 

of software development effort estimation bias measures. 
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2. MEASURES OF THE BIAS OF EFFORT ESTIMATES 
 
We propose that to enable fair evaluation of the bias, such as the degree of overrun, of effort 

estimates we need to: 

 

 Identify the type of estimates to be evaluated, e.g., whether the estimates are intended to be 

estimates of the mean, median or mode (most likely) use of effort. 

 Select a bias evaluation measure that matches the identified type of estimate. A match is in 
this context understood as that the measure gives zero bias for perfect estimates of the 

identified type of estimate. This criterion corresponds to what is the requirement for a proper 

scoring rule, see for example [6]. 
 

These conditions for meaningful evaluation of estimation bias are similar to those suggested for 

evaluation of estimation error, in [7, 8], i.e., the same conditions applied on bias instead of error. 

Notice that these requirements are not meant to be sufficient, just necessary conditions, for 
meaningful evaluation of estimation bias. 

 

For the first step, identifying the type of estimate, we believe it is useful, perhaps even necessary, 
to apply a probabilistic view on effort usage, i.e., that the use of effort is uncertain and that the 

actual effort is one sample (draw) from a (typically unknown) probability effort distribution. 

Common types of estimates, with probabilistic interpretations, are estimates of the mean, the 
median, and the most likely (mode) effort. Estimates of the mean effort is, for example, what is 

intended produced by linear regression estimation models derived by using OLS (Optimized 

Linear Square), the median effort is frequently used as the planned effort or as input to the budget 

in several large-scale projects [9], and the most likely effort may be what the software developers 
give when they are asked about software task estimate [10]. The widely used PERT-model, see 

[11], is a good example of the use of different types of estimates with probabilistic interpretations 

in software development effort estimation contexts. Here the developers are asked to give the 
mode2 (the most likely effort), together with the minimum and the maximum effort (or the 10 and 

90% percentiles). The mean effort is then calculated based on these three values, typically using 

the formula: 
 

𝑚𝑒𝑎𝑛 𝑒𝑓𝑓𝑜𝑟𝑡 =  
𝑚𝑖𝑛. 𝑒𝑓𝑓𝑜𝑟𝑡 + 4 𝑚𝑜𝑠𝑡 𝑙𝑖𝑘𝑒𝑙𝑦 𝑒𝑓𝑓𝑜𝑟𝑡 + 𝑚𝑎𝑥. 𝑒𝑓𝑓𝑜𝑟𝑡

6
 

 
and used in the planning of the software projects [11]. 

 

In the following, we briefly discuss a selection of non-matching and matching bias measures for 

each of the three types of estimates, i.e., estimates of the mean, median and mode. 
 

2.1.  Assessment of bias of estimates of the mean effort 
 

We start by showing, as claimed in the introduction, that the commonly used estimation bias 

(effort overrun) measure: 

𝑚𝑒𝑎𝑛 𝑅𝐸𝑎𝑐𝑡 =
1

𝑁
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 rewards underestimates of the mean efforts. 

                                                
2The reason for not requesting the mean estimate, but instead the mode, may be that it is believed to be easier to give 
qualified expert judgments on the effort typically needed for the type of task (the most likely or mode effort), rather 
than the (perhaps more abstract in terms of looking back on prior experience) estimate of the mean use of effort. 
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Assume that we use the true mean effort as our estimate, i.e., we set the estimated effort (𝑒𝑠𝑡𝑖) 

equal to the mean value (𝜇𝑖) of the software development effort distributions I = 1…N. In other 

words, we have perfect estimates of the mean efforts. We then have that the expected value of 

this measure, due to the linearity of the mean, can be expressed as: 
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An approximation of the expected value of a ratio of stochastic variables, see for example [12], 

is: 
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Replacing X with the mean (𝜇𝑖), which is our estimate of the i-th task, and Y with the random 

variable acti (which by definition has as its expected (mean) value 𝜇𝑖) give that, for all tasks i:  
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We have that 𝐶𝑜𝑣(𝜇𝑖 , 𝑎𝑐𝑡𝑖) = 0, since the correlation between the mean (𝜇𝑖) and the sampled 
values (acti) will be zero. This implies that we should, for a perfect estimate of the mean effort, 

expect a bias towards over-estimation of effort of size: 

 
𝑉𝑎𝑟(𝑎𝑐𝑡𝑖)
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when using the mean REact as our measure of bias, i.e., the bias of the bias measure (when 

evaluating estimates of the mean effort) increases with the variance of the actual effort. 

Interestingly, if we use the slightly modified measure: 
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i.e., when we divide by the estimated rather than the actual effort, as implemented in for example 

[13], we have an expected bias of zero when the mean efforts are used as the estimates: 
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due to independence between (𝑎𝑐𝑡𝑖 − 𝜇𝑖) and 𝜇𝑖. 
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Perfect estimates of the mean effort also, due to the linearity of the mean values and as 

exemplified in the introduction, give zero bias for: 
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Our results consequently shows that we should use: 
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as our estimation bias measure if we want to give zero bias to perfect estimates of the mean. It 

also shows that we should stop using 
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as a bias measure when evaluating estimates of the mean. Using this bias measure, we will not 
only evaluate perfect estimates of the mean as biased towards over-estimation, but also reward 

under-estimation of the mean effort. For example, a seemingly unbiased estimation model, giving 

a mean REest of zero, has in reality given estimates with a bias towards under-estimating the mean 
effort with the value of: 

 
𝑉𝑎𝑟(𝑎𝑐𝑡𝑖)
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per estimate. 

 

2.2. Assessment of bias of estimates of the median effort 
 

Measurement of the bias of estimates of the median effort, with the requirement of zero bias for 

perfect estimates of the median, is trivial for bias measures based on the median, rather than the 

mean, deviation.  
 

In such cases, we have that the median of all three measures: 

 

(𝑎𝑐𝑡𝑖 − 𝑒𝑠𝑡𝑖),
(𝑎𝑐𝑡𝑖−𝑒𝑠𝑡𝑖)

𝑎𝑐𝑡𝑖
 𝑜𝑟 

(𝑎𝑐𝑡𝑖−𝑒𝑠𝑡𝑖)

𝑒𝑠𝑡𝑖
, 𝑖 = 1. . 𝑁, 

 

results in zero bias for perfect estimates of the median effort. This is the case since the median, 
by definition, is the value that is just as likely to exceed as not to exceed, i.e., half of the 

observations will have positive and the other half negative deviations between the actual and the 

estimated values. Dividing this deviation by the estimated or the actual value does not affect this 

relationship. All the above measures are consequently proper measures of median bias of effort 
estimates. 

 

Another median-matching bias measure is based on the logarithm of the ratio of the estimated 
and the actual effort (log-error). This measure, proposed in amongst others [14], has the 

advantage that it combines being a relative (scale-free) measure with symmetric bias values. As is 

easy to see, the relative bias measures: 
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are not symmetric around 0, i.e., the possible scores are in the interval (-∞, 1) and (-1, ∞), 

respectively, which for large estimation errors give much higher penalties for deviations in one 

direction compared to the other. 

 
The proposed, symmetric and median unbiased, measure, which we term MdLogErr, is defined as 

the: 

 

median of log (
𝑎𝑐𝑡𝑖

𝑒𝑠𝑡𝑖
) = 𝑚𝑒𝑑𝑖𝑎𝑛 𝑜𝑓 log  (𝑎𝑐𝑡𝑖) − log (𝑒𝑠𝑡𝑖), 𝑓𝑜𝑟 𝑖 = 1 … 𝑁, 

 

The expected value of MdLogErr is zero for perfect estimates of the median due to the 

preservation of the percentiles, including the median (which is the 50% percentile) when back-
transforming the log-transformed values, i.e., if 50% of log (acti) is above log(mediani), then 50% 

of the acti will also be above the mediani. Use of the log-error may be said to have non-intuitive 

interpretation of bias, given that it is based on log-scores rather than percentage deviation. The 
interpretation of the scores of asymmetric bias measures is, however, not trivial either, given the 

different penalties for high over- and under-run. A possible selection criterion is to use 

asymmetric measures like 

 
(𝑎𝑐𝑡𝑖 − 𝑒𝑠𝑡𝑖)

𝑒𝑠𝑡𝑖
 

 

when there are no large deviations between the estimated and actual effort expected, in which 

case the asymmetry would not complicate the interpretations, and to select 
 

𝑙𝑜𝑔 (
𝑎𝑐𝑡𝑖

𝑒𝑠𝑡𝑖
) 

 
otherwise. 

 

2.3. Assessment of bias of estimates of the mode effort 
 

The assessment of bias of estimates of the mode (most likely) effort introduces several evaluation 

challenges. If we know the percentiles of the modes, we may (similarly to how we evaluate the 
median) measure mode bias through measures of calibration and in formativeness (or sharpness), 

see for example [7, 15]. For example, if the mode values, on average, were at the 45% percentile, 

then unbiased estimates of the mode should be higher than exactly 45% of the actual effort 

values. Unfortunately, we typically do not know the percentiles of the mode values. 
 

As pointed out in several studies, see for example [16, 17], there are inherent problems in 

evaluating predictions of the mode. To our knowledge, there are currently no practical measures 
enabling bias evaluations of estimates of the mode, other than through the hit rate of its 

percentiles. 

 

3. IMPLICATIONS AND CONCLUSION 
 
Possibly, the great majority of previous studies on software development effort estimation bias 

may be accused of doing what Gneiting [6] describes as: “The common practice of requesting 
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‘some’ point forecast, and then evaluating the forecasters by using ‘some’ (set of) scoring 
function(s), is not a meaningful endeavor.” As demonstrated in this paper, meaningful evaluation 

of estimation bias requires both that we know what we evaluate and that we select bias evaluation 

measures that match the type of estimates we evaluate, i.e., that we have a proper scoring rule. 

Otherwise, we may produce misleading results and/or give incentives for strategically too low or 
too high estimates. If, for example, an estimator knows that the estimates will be evaluated by its 

average percentage overrun, i.e., the measure: 

 

𝑚𝑒𝑎𝑛 𝑅𝐸𝑎𝑐𝑡 =
1

𝑁
∑

(𝑎𝑐𝑡𝑖 − 𝑒𝑠𝑡𝑖)

𝑎𝑐𝑡𝑖

𝑁

𝑖=1
 

 

the estimator will benefit from giving estimates lower than the mean effort instead of giving 
honest estimates of the mean. The higher the variance in the use of effort per project or task, the 

lower are the estimates that give an expectation of zero average effort overrun using mean REact. 

 

As an illustration of the possible implications of different types of estimates on measures of bias, 
assume that the actual use of effort of a hypothetical software project is distributed as in Figure 1. 

The distribution in Figure 1 is a log-normal distribution3 with mean of 236 work-hours, a median 

of 209 work-hours, a mode (most likely effort) of 162 work-hours, and a standard deviation of 
126 work-hours. We calculated the expected estimation bias by simulating that the project is 

executed 10.000 times and that the actual effort is for each project execution randomly drawn 

from the distribution in Figure 1, i.e., we assume a hypothetical repeated execution of the same 
project without learning in the same context. We then calculated the expected (mean) REact in the 

case of that we use perfect estimates4 of the mode, the median or the mean of the actual effort 

distribution as our effort estimate. From this simulation we found that if the estimator gave the 

most likely effort (162 work-hours) as his/her project effort estimate, the expected REact would be 
12% (12% effort overrun), while the use of the median effort (209 work-hours) as the estimate 

would give an expected REact of -14% (14% effort under run), and use of the mean effort (236 

work-hours) as the estimate would give an expected REact of -28% (28% effort under run).The 
28% effort under run is very close to what is expected from the formula we derived earlier, i.e., 

the expected effort under run when estimating the mean effort and using the REact as our measure 

of estimation bias is: 

 

𝑉𝑎𝑟(𝑎𝑐𝑡𝑖)

𝜇𝑖
2

=
1262

2362
= 0.29 

 
The estimate that gives an expected REact of zero is in this case approximately 185 work-hours, 

which is neither the mode, the median or the mean of the distribution of actual effort. 

 

Our illustration documents that the measured bias varies much dependent on what type of 
estimate the developer gives. Also, the illustration shows that it will be hard to know what type of 

estimate to give, to have an expectation of zero bias, when using the bias measure REact. Giving 

                                                
3As argued in, for example [10], a log-normal distribution reflects typical properties of effort usage distributions, e.g., 
that it is right-skewed and has a minimum of zero. 
4Clearly, in realistic situations we do not know with high accuracy the distribution of actual effort of a software project, 
but have to estimate this, as well. For illustrative purposes on properties of the bias measure, however, the assumption 
of perfect knowledge about the underlying effort distribution (effort uncertainty) is considered useful. Similarly, while 
we will never repeat the same project without learning in the same context, this assumption is useful to illustrate the 

properties of the bias measures. The core result do not change if we, for example, replace the actual mean of the effort 
distribution (assuming a perfect estimator) with the estimated mean (assuming that the estimator just have an estimate 
of the underlying mean use of effort), or that we replace the assumption of repeating the same project without learning 
with executing different projects and learning. 
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perfect estimates of the mean effort of a project will, for example, always5 result in an expected 
REact larger than zero (effort under run). 

 

 
 

Figure 1. Hypothetical distribution of effort usage 

 

In many estimation bias evaluation contexts, the type of estimates to be evaluated will not be 

explicitly described, but instead simply be presented as effort ‘estimates’. In those contexts, to 
enable fair and meaningful bias evaluations, we will have to make qualified guesses about what 

the estimates are meant to represent. Such qualified guesses may be made derived from the 

optimization function used to derive the model (e.g., OLS-regression, PERT-formula, etc.), the 
purpose of the estimate (e.g., input to budget or plan), or the estimation instructions (e.g., 

requesting the “most likely” use of effort). If the estimates to be evaluated are believed to be of 

various types we may either evaluate different types of estimates separately or evaluate the 

estimates based on the dominant type of estimate. 
 

To continue as before, with little or no reflection on the type of estimate or concerns about a 

match between the type of estimate and evaluation measure, means that we will continue having 
a hard time interpreting how biased the effort estimates are and how large the cost overruns in 

software development really are. 
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