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ABSTRACT 

 
A digital image is nothing more than data -- numbers indicating variations of red, green, and 

blue at a particular location on a grid of pixels. Clustering is the process of assigning data 

objects into a set of disjoint groups called clusters so that objects in each cluster are more 

similar to each other than objects from different clusters. Clustering techniques are applied in 

many application areas such as pattern recognition, data mining, machine learning, etc. 

Clustering algorithms can be broadly classified as Hard, Fuzzy, Possibility, and Probabilistic .K-

means is one of the most popular hard clustering algorithms which partitions data objects into k 

clusters where the number of clusters, k, is decided in advance according to application 

purposes. This model is inappropriate for real data sets in which there are no definite boundaries 

between the clusters. After the fuzzy theory introduced by Lotfi  Zadeh, the researchers put the 

fuzzy theory into clustering. Fuzzy algorithms can assign data object partially to multiple 

clusters. The degree of membership in the fuzzy clusters depends on the closeness of the data 

object to the cluster centers. The most popular fuzzy clustering algorithm is fuzzy c-means (FCM) 

which introduced by Bezdek   in 1974 and now it is widely used. Fuzzy c-means clustering is an 

effective algorithm, but the random selection in center points makes iterative process falling into 

the local optimal solution easily. For solving this problem, recently evolutionary algorithms such 

as genetic algorithm (GA), simulated annealing (SA), ant colony optimization (ACO) , and 

particle swarm optimization (PSO) have been successfully applied. 
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1. INTRODUCTION 
 

A digital image is nothing more than data -- numbers indicating variations of red, green, and blue 

at a particular location on a grid of pixels. Clustering is the process of assigning data objects into 

a set of disjoint groups called clusters so that objects in each cluster are more similar to each other 

than objects from different clusters. Clustering techniques are applied in many application areas 

such as pattern recognition , data mining , machine learning , etc. Clustering algorithms can be 

broadly classified as Hard, Fuzzy, Possibilistic, and Probabilistic .K-means is one of the most 

popular hard clustering algorithms which partitions data objects into k clusters where the number 

of clusters, k, is decided in advance according to application purposes. This model is 

inappropriate for real data sets in which there are no definite boundaries between the 

clusters.After the fuzzy theory introduced by Lotfi Zadeh, the researchers put the fuzzy theory 

into clustering. Fuzzy algorithms can assign data object partially to multiple clusters. The degree 

of membership in the fuzzy clusters depends on the closeness of the data object to the cluster 

centers. The most popular fuzzy clustering algorithm is fuzzy c-means (FCM) which introduced 

by Bezdek  in 1974 and now it is widely used. Fuzzy c-means clustering is an effective algorithm, 

but the random selection in center points makes iterative process falling into the local optimal 

solution easily. For solving this problem, recently evolutionary algorithms such as genetic 

algorithm (GA), simulated annealing (SA), ant colony optimization (ACO) , and particle swarm 

optimization (PSO) have been successfully applied. 

 
 

2. ANT COLONY OPTIMIZATION 

 
In the natural world, ants (initially) wander randomly, and upon finding food return to their 

colony while laying down pheromone trails. If other ants find such a path, they are likely not to 

keep travelling at random, but to instead follow the trail, returning and reinforcing it if they 

eventually find food (see Ant communication).Over time, however, the pheromone trail starts to 

evaporate, thus reducing its attractive strength. The more time it takes for an ant to travel down 

the path and back again, the more time the pheromones have to evaporate. A short path, by 

comparison, gets marched over more frequently, and thus the pheromone density becomes higher 

on shorter paths than longer ones. Pheromone evaporation also has the advantage of avoiding the 

convergence to a locally optimal solution. If there were no evaporation at all, the paths chosen by 

the first ants would tend to be excessively attractive to the following ones. In that case, the 

exploration of the solution space would be constrained. 
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Fig 1: Ants Behaviour 
 

 

3. PARTICLE SWARM OPTIMIZATON 

 
In computer science, particle swarm optimization (PSO) is a computational method that 

optimizes a problem by iteratively trying to improve a candidate solution with regard to a given 

measure of quality. PSO optimizes a problem by having a population of candidate solutions, here 

dubbed particles, and moving these particles around in the search-space according to simple 

mathematical formulae over the particle's position and velocity. Each particle's movement is 

influenced by its local best known position and it's also guided toward the best known positions 

in the search-space, which are updated as better positions are found by other particles. This is 

expected to move the swarm toward the best solutions. 

 

PSO is originally attributed to Kennedy, Eberhart and Shi and was first intended for simulating 

social behaviour, as a stylized representation of the movement of organisms in a bird flock or fish 

school. The algorithm was simplified and it was observed to be performing optimization. The 

book by Kennedy and Eberhart
[4]

 describes many philosophical aspects of PSO and swarm 

intelligence. An extensive survey of PSO applications is made by Poli. PSO is a metaheuristic as 

it makes few or no assumptions about the problem being optimized and can search very large 

spaces of candidate solutions. However, metaheuristics such as PSO do not guarantee an optimal 

solution is ever found. More specifically, PSO does not use the gradient of the problem being 

optimized, which means PSO does not require that the optimization problem be differentiable as 

is required by classic optimization methods such as gradient descent and quasi-newton methods. 

PSO can therefore also be used on optimization problems that are partially irregular, noisy, 

change over time, etc. 
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Fig 2: Seven Band Images of Alwar 

 
 

3.1 PARAMETER VALUE SELECTION 
 

For the initial version of the PSO, the values for , , and have to be selected. This 

selection has an impact on the convergence speed and the ability of the algorithm to find the 

optimum, but different values may be better for different problems. Much work has been done to 

select a combination of values that works well in a wide range of problems. For the constricted 

version of PSO, the following restrictions are proposed [5]:  

                                                    

(1) 

 

(2) 

Regarding the inertia weight, it determines how the previous velocity of the particle influences 

the velocity in the next iteration:  

If w=0, the velocity of the particle is only determined by the pi and pg positions; this means that 

the particle may change its velocity instantly if it is moving far from the best positions in its 

knowledge. Thus, low inertia weights favor exploitation (local search).If w is high, the rate at 

which the particle may change its velocity is lower (it has an "inertia" that makes it follow its 

original path) even when better fitness values are known. Thus, high inertia weights favor 

exploration (global search). 
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2.0 2.0 1.0 1.0 

2.0 2.0 0.9 0.4 

1.4962 1.4962 0.7968 0.7968 

 

 

3.2 INPUT DATA SETS 
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3.2.5 Data set for Barren Region 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. SEGMENTED IMAGE FILTERATION PROCESS 

 
Image filtering basically deals with the filteration of all pixels in the image in different patches. 

Each patch contains a set of pixel corresponding to which filteration process takes place. Each 

segment passes through different stages of alteration of pixels, such as darkness, blue-ish, 

transparency etc. which then modifies the image over its different aspects. Set of characterstics 

features of image are dealt and filteration process separately and uniquely treats the patches, more 

over these patches or clusters of part of the whole image is sustained to alteration of features. 

Now lets us elaborate an example describing advancement in the field of cluster analysis and 

treatment of images.As Images are divided into separate parts that are homogeneous with respect 

to property of brightness, color or texture, etc. The large scale spatial image is a complex and 

complicated. For this, K-means clustering is proposed for segmentation in terms to the decision 

rule. Furthermore, special simplification case study of K-means clustering is presented to be an 

alternative in order to reduce the computational complexity. 
 

5. MODIFICATION IN K-MEANS CLUSTERING ALGORITHM 
 
The k-means algorithm assigns each point to the cluster whose center (also called centroid) is 

nearest. The center is the average of all the points in the cluster — that is, its coordinates are the 

arithmetic mean for each dimension separately over all the points in the cluster. After the clusters 

are marked dimensionally fit for identification assemble the clusters to a uniform database record. 

Example: The data set has three dimensions and the cluster has two points: X = (x1, x2, x3) and Y 

= (y1, y2, y3). Then the centroid Z becomes Z = (z1,z2,z3), where 

 

, and . 

The algorithm steps are: 
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• Choose the number of clusters, k. 

• Randomly generate k clusters and determine the cluster centers, or directly generate k 

random points as cluster centers. 

• Assign each point to the nearest cluster center, where "nearest" is defined with respect to 

one of the distance measures discussed above. 

• Now set out the sets of clusters and mark them done, those which are analysed and 

covered to some specific outcome. 

• Repeat the procedure and specify all the identified clusters. 

• Let us now combine the identified clusters via certain probability possibilities. 

• Match up the corresponding clusters to make out certain already existing database. 

• Repeat the two previous steps until some convergence criterion is met (usually that the 

assignment hasn't changed). 

 

The main advantages of this algorithm are its simplicity and speed which allows it to run on large 

datasets. Its disadvantage is that it does not yield the same result with each run, since the resulting 

clusters depend on the initial random assignments (the k-means++ algorithm addresses this 

problem by seeking to choose better starting clusters). It minimizes intra-cluster variance, but 

does not ensure that the result has a global minimum of variance. Another disadvantage is the 

requirement for the concept of a mean to be definable which is not always the case. For such 

datasets the k-medoids variants is appropriate. An alternative, using a different criterion for which 

points are best assigned to  which centre is k-medians clustering. 

 

 6. PROPOSED ALGORITHM 
 

• For each particle i = 1, ..., S do:  

 

o Initialize the particle's position with a uniformly distributed random vector: 

xi ~ U(blo, bup), where blo and bup are the lower and upper boundaries of the 

search-space.  

o Initialize the particle's best known position to its initial position: pi ← xi  

o If (f(pi) < f(g)) update the swarm's best known position: g ← pi  

o Initialize the particle's velocity: vi ~ U(-|bup-blo|, |bup-blo|)  

 
• Until a termination criterion is met (e.g. number of iterations performed, or adequate       

fitness reached), repeat:  

 

o For each particle i = 1, ..., S do:  

 

• Pick random numbers: rp, rg ~ U(0,1)  

• Update the particle's velocity by equation (1): 

 

where 

 = inertia weight 

 =constriction factor 
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C1 =coginitive parameter 

C2 =social parameter 

 

  for      

ELSE    , K=1 

� Update the particle's position: xi ← xi + vi  

� If (f(xi) < f(pi)) do:  

� Update the particle's best known position: pi ← xi  

� If (f(pi) < f(g)) update the swarm's best known position: g ← pi  

Now g holds the best found solution. 

 

 

7. FLOW CHART 
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8. RESULT 

 
8.1  OUTPUT IMAGE 

 

 

 

 

 

 

 

 

 

 

 

8.2 ERROR MATRIX 

 Veg Urban Rocky Water Barren Total 

Veg 127 1 1 0 0 129 

Urban 1 92 0 0 39 129 

Rocky 1 15 175 0 3 194 

Water 0 0 0 70 0 70 

Barren 21 81 26 0 128 256 

Total 150 189 202 70 170 781 

 

9. CONCLUSIONS 

 
The complex problem of delineation of the Landuse/Landcover classes having similar spectral 

signatures depends extensively on expert’s perception of the scene. Training sets, although a 

manifestation of the expert’s knowledge is an indirect method. Most of the supervised 

classification techniques do not elicit the underlying knowledge contained in the training set. 
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It is observed that the Particle Swarm Optimization is a good technique and can be applied to 

classify the satellite image. The results are also good enough when compared to other 

complimentary techniques. Also it facilitates the explicit characterization of the underlying 

knowledge and provides a better insight into the classification mechanism.Further, the Ҝ -

coefficient can also be used as a measure of elicited knowledge. This also provides us a 

mechanism to compare the knowledge content with other paradigms of supervised classification. 

Following inferences are arrived at: 

 

i. The use of PSO, in eliciting expert’s knowledge, a very complex task of resolving class 

conflict of spectrally similar classes which otherwise is usually avoided in the 

conventional methodologies, is innovative.  

ii. Accuracy level of the classified image by this approach is comparable and quite 

acceptable, especially in time-scared scenario. 

iii.     It is very difficult even for an expert to explicitly explain his reasoning. The approach 

based on PSO offers a very transparent knowledge representation scheme. 

iv. K-means clustering using criteria from defined distance metric, the satellite images 

(2m×2m/pixel) are processed and analyzed, while selected objects (e.g, rivers and trees) 

are successfully clustered. 

v. Probability of more portable and clear visuable image is quite strong through k-means 

clustering algorithm. 

vi. Clustering can be used to divide a digital image into distinct regions for border detection 

or object recognition. 

vii. The k-means clustering algorithm is commonly used in computer vision as a form of 

image segmentation. The results of the segmentation are used to aid border detection and 

object recognition. 

 

Finally, the elicited knowledge can be measured in terms of Ҝ-coefficient. This provides a very 

transparent and efficient mechanism for knowledge comparison with other black-box type of 

classification systems. 

 

10.  FUTURE SCOPE 
 

The present technique is majorly a decision taking technique. The system performance can be 

increased by using better implementation methods and the heuristic functions. For better results it 

is advised to use better unsupervised classification methods. Also this algorithm already proves 

itself as a good competitor to its complementary techniques. Using this algorithm improvisation 

can be done in many applications. Also PSO performance itself can be increased by collaborating 

it with various other techniques. 
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