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ABSTRACT 

 
Distributed Denial-of-Service (DDoS) attacks are a critical threat to the Internet. Recently, 

there are an increasing number of DDoS attacks against online services and Web applications. 

These attacks are targeting the application level. Detecting application layer DDOS attack is 

not an easy task.  A more sophisticated mechanism is required to distinguish the malicious flow 

from the legitimate ones. This paper proposes a detection scheme based on the information 

theory based metrics.  The proposed scheme has two phases: Behaviour monitoring and 

Detection. In the first phase, the Web user browsing behaviour (HTTP request rate, page 

viewing time and sequence of the requested objects) is captured from the system log during non-

attack cases.   Based on the observation, Entropy of requests per session and the trust score for 

each user is calculated. In the detection phase, the suspicious requests are identified based on 

the variation in entropy and a rate limiter is introduced to downgrade services to malicious 

users. In addition, a scheduler is included to schedule the session based on the trust score of the 

user and the system workload.  
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1. INTRODUCTION 

 
DDoS attacks involve in saturating the target machine with external communications requests, 

such that it cannot respond to legitimate traffic. Such attacks usually lead to a server overload. 

DDoS attacks are implemented purposefully to force the targeted computer(s) to reset, or to 

consume its resources such as network bandwidth, computing power, and operating system data 

structures so that it can no longer provide its intended service. 

 

To launch a DDoS attack, the attackers first establishes a network of compromised computers that 

are used to generate the huge volume of traffic needed to deny services to legitimate users of the 

victim. Then the attacker installs attack tools on the compromised hosts of the attack network. 

The hosts running these attack tools are known as zombies, and they can be used to carry out any 

attack under the control of the attacker. In addition, the attacker will mimic the network traffic 

pattern of flash event to make the detection tougher. Most of the existing techniques cannot 

discriminate the DDoS attacks from the surge of legitimate accessing. 

 

Traditionally, DDoS attacks are carried out at the network layer. Recently, there are an increasing 

number of DDoS attacks against online services and Web applications. These attacks are targeting 
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the application level. Application layer DDoS attacks may focus on exhausting the server 

resources such as Sockets, CPU, memory, disk/database bandwidth, and I/O bandwidth. These 

attacks are typically more efficient than TCP or UDP-based attacks, requiring fewer network 

connections to achieve their malicious purposes. They are also harder to detect, both because they 

don’t involve large amounts of traffic and because they look similar to normal benign traffic. 

An application layer DDoS attacks are classified into the following types [2]: (1) session flooding 

attack in which session connection request rate is higher than the requests from the legitimate 

users; (2) request flooding attack in which sessions containing more number of requests than 

usual is sent; and (3) asymmetric attack in which sessions containing high-workload requests are 

sent. This paper focuses on how to mitigate the request flooding attack. 

 

The proposed scheme monitors the user’s browsing behaviour (e.g. HTTP request rate, page 

viewing time and requested sequence of objects and their order) in the past and calculates the 

allowable request rate (entropy) and the user’s trust level based on their visiting history. Based on 

the observed values, the detection is made. Initially the entropy of incoming requests is calculated 

and compared with the allowable rate. If the deviation exceeds a threshold then that session is 

considered to be malicious. Otherwise, based on trust score of the user, rate limiter filters the 

session. Then the scheduler schedules the session. The key features of the proposed work are 

 

• Double check is made before servicing a client 

• Easily deployable 

• Low False rejection rate (The fraction of the rejection of requests from legitimate users 

over the total number of requests from legitimate users is called the False Rejection Rate). 

 

The rest of this paper is organized as follows: Section 2 presents the related work to defend 

against the DDoS attacks. Section 3 describes the proposed DDoS defense mechanism using 

Information theory-based metric. The key components of the proposed scheme and its 

functionality are discussed in detail. Finally, the paper concludes with Section 4. 

 

2. RELATED WORKS  

 
Most of the available schemes attempt to detect attacks by analyzing the packet header 

information, packet arrival rate and so on. They treat anomalies as deviations in the IP attributes, 

e.g., source IP address, TTL, and the combination of multiple attributes. Wang, Jin, and Shin 

[12], proposed a victim based solution where a received IP packet is discarded if major 

discrepancies exist between its hop count and the value stored in the previously built table. In 

StackPi [13], a packet is marked deterministically by routers along its path towards the 

destination. The victim can associate Stackpi marks with source IP addresses to detect source IP 

address spoofing. In Differential Packet Filtering against DDoS Flood Attacks [14], author relies 

on probabilistic means to determine risky packets. This scheme is adaptive to traffic change and 

attempts to sustain quality of service. 

 

Cabrera et al. [16] used the management information base (MIB) data which include parameters 

that indicate different packet and routing statistics from routers to achieve the early detection. 

Yuan and Mills [17] used the cross-correlation analysis to capture the traffic patterns and then to 

decide where and when a DDoS attack possibly arises. Keromytis, Misra and Rubenstein [15] 

present the conception of Secure Overlay Services (SOS) overlay network through which the 

legitimate traffic is sent. SOS network is able to change overlay topology dynamically to avoid 

DDoS and can survive in case that some key nodes are attacked. In [11], DDoS attacks were 

discovered by analyzing the TCP packet header against the well-defined rules and conditions and 

distinguished the difference between normal and abnormal traffic. 
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With respect to the Application layer DDoS attacks, Ranjan et al. [2] proposed a counter 

mechanism that used statistical methods to detect characteristics of HTTP sessions and employed 

rate-limiting as the primary defense mechanism. Yi Xie and Shun-Zheng Yu [10] proposed a 

scheme based on document popularity in which anomaly detector based on hidden semi-Markov 

model is used to detect the attacks. The biggest problem of Hidden Semi-Markov method was the 

algorithm complexity. Yen and Lee [18] defended the application DDoS attacks with constraint 

random request attacks by the statistical methods.  

 

Wang et al. [4] proposed a relative entropy based application layer-DDoS detection method in 

which the click ratio of the web object is defined and the cluster method is used to extract the 

click ratio features. With the extracted features, the relative entropy is calculated to detect the 

suspicious sessions. Yu et al. [1] proposed an information theory based detection mechanism in 

which the distance of the package distribution behaviour among the suspicious flows is used to 

discriminate mimicking flooding attacks from legitimate accessing. Oikonomou and Mirkovic [7]  

analyzed  many  websites'  log,  and proposed  defenses  against  application layer DDoS  attacks  

via  human behaviour modelling which differentiate DDoS bots from human users. Kandula et al. 

[8] proposed a system to protect a web cluster from DDoS attacks by CAPTCHAs in which the 

users who solve the puzzles can only get access to the services. This method assumed that human 

users can identify the distorted images, but the machine can not.   

 

Liu and Chang [3] proposed a DAT (Defense against Tilt DoS attack) scheme.  DAT monitors a 

user’s features throughout a connection session to determine whether he is malicious user or not. 

For different behaved users, DAT provide differentiated services to them. Jie Yu [6] proposed a 

Trust Management Helmet scheme in which a user is assigned a license and a trust based on 

which detection is made.  
 

3.  PROPOSED WORK 

 
Compared with non-attack cases, the number of requests in a session increases significantly in a 

very short time period in DDoS attack cases. The proposed scheme includes two phases. In the 

first phase, the system analyzes the web user characteristics and assigns a score to each user. 

Initially, the user’s browsing behaviour in multiple aspects is extracted from the system log 

during non-attack cases. Then the entropy of requests per session is calculated. Entropy is an 

information theoretical concept, which is a measure of randomness. The entropy is employed in 

this paper to measure changes of randomness of requests in a session for a given time interval. 

Then, based on the visiting history [e.g., page viewing time, sequence of requested objects] of the 

user, a trust score is evaluated for each user.       

     

In the second phase, detection of DDoS attack is carried out as follows: the entropy for the 

incoming requests in a session is calculated and the degree of deviation with the predefined value 

(computed in the first phase) is estimated. The greater the deviation, the more suspicious the 

session is. In  addition, this  paper  also  includes  counter-attack  mechanisms  such  as rate-

limiter  and  scheduler  to  downgrade  services  to malicious  users.  If the session is found 

suspicious, then based on the trust score of the user, the session may be dropped or scheduled to 

get the service from the web server. Rate limiter sets proper thresholds and limits based on which 

filtering is applied. Scheduler then decides when to schedule the requests based on the system 

workload. 

 

Fig.1 shows the system architecture. The detection mechanism is deployed at the server. A 

session connection request first reaches the system, and then the proposed scheme calculates the 

entropy deviation of request rate. If the deviation is more (exceeds threshold), then drop the 

session immediately. If the deviation is within limit, then the rate limiter filters the session based 
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on the trust score of the user. The client who behaves better in history will obtain higher degree of 

trust. If the user is considered legitimate, then the scheduler schedules the request based on the 

workload of the system. The highest trust score first policy is used to schedule the requests for the 

server.  

 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. System Architecture 

 

3.1. Entropy calculation 

 
Let the request in a session be denoted as rij, where i, j  I, a set of positive integers. ‘i’ denotes 

the request number in session ‘j’. Let |(rj,t)| denote the number of requests per session j, at a given 

time t. Then,  

 

   |(rj,t)| = ∑
∞

=1i

rij                                   (1) 

 

For a given interval ∆t, the variation in the number of requests per session j is given as follows; 

 

 Nj (rj, t+∆t) = | (rj, t+∆t)| - | (rj, t)|              (2) 

 

The probability of the requests per session j, is given by  

 

         Pj(rj) = Nj (rj, t+∆t) / ∑∑
∞

=

∞

=1 1i j

 Nj (rj, t+∆t)             (3) 

Let R be the random variable of the number of requests per session during the interval ∆t, 

therefore, the entropy of requests per session is given as 
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H(R) = -∑
j

 Pj(rj) log Pj(rj)                           (4) 

 

Based on the characteristics of entropy function, the upper and lower bound of the entropy H(R) 

is defined as  

 

0 ≤ H(R) ≤ log N               (5) 

 

where N is the number of the requests. 

 

Under DoS attack, the number of request increases significantly and the following equation holds  

 

|H(R) - C| > threshold, t               (6) 

 

Where C is the maximum capacity of the session. 

 

3.2. Rate Limiter 

 
To avoid falsely detection, rate-limiter is introduced. Once the entropy is calculated, compute the 

degree of deviation from the predefined entropy. The system first sets a threshold for acceptable 

deviation. If the computed deviation exceeds the threshold, then the session is forced to terminate 

immediately. Otherwise, second level filter is applied by the rate limiter. The system also defines 

a threshold for validating a user based on the trust score. A user is considered to be legitimate 

only if the trust score exceeds the threshold. Otherwise, the user is considered malicious and the 

session is dropped immediately. The legitimate sessions are then passed to the scheduler for 

getting service from the server. 

 

3.3. Scheduler 

 
If the user is legitimate, then the scheduler schedules the session based on the lowest suspicion 

first (user with highest trust score) policy. The well-behaved users will have a little or no 

deviation. In such case, the legitimate user gets a quicker service. In addition to the scheduling 

policy, system workload is also considered before scheduling the request for getting service. 

 

3.4. Monitoring Algorithm 

 
Input: system log 

 

1. Extract the request arrivals for all sessions, page viewing time and the sequence of 

requested objects for each user from the system log. 

 

2. Compute the entropy of the requests per session using the formula: 

 

H(R) = -∑
j

 Pj(rj) log Pj(rj) 

 

3. Compute the trust score for each and every user based on their viewing time and 

accessing behaviour. 

 

3.5. Detection Algorithm 

 

Input the predefined entropy of requests per session and the trust score for each user. 
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Define the threshold related with the trust score (Tts) 

Define the threshold for allowable deviation (Td) 

For each session waiting for detection  

Extract the requests arrivals 

Compute the entropy for each session using (4) 

 

Hnew(R) = -∑
j

 Pj(rj) log Pj(rj) 

 

Compute the degree of deviation: 

 

 D = |Hnew(R)| - |H(R)| 

 

If the degree of deviation is less than the allowable threshold (Td), and user’s trust score is greater 

than the threshold (Tts), then  

Allow the session to get service from the web server 

Else  

The session is malicious; drop it 

 

4. CONCLUSION 
 

In this paper, an effective and efficient defense scheme against DDoS attacks based on 

information metric (entropy) is proposed. The proposed scheme provides double check point to 

detect the malicious flow from the normal flow. It validates the legitimate user based on the 

previous history. Based on the information metric of the current session and the user’s browsing 

history, it detects the suspicious session. Once detected, a rate limiter and a scheduler are used to 

downgrade service to the malicious users and to schedule the less suspicious session based on the 

system workload and the user’s trust level. 
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