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ABSTRACT 

This paper depicts an idiosyncratic tool for clustering legal documents for assisting lawyers and 

legal groups during document review from web mining. This tool clusters the data collection 

and generates a set of distinctive word labels for each cluster of documents, all entirely 

autonomous. This tool is based on the use of PDDP and K-Means, applied to both the document 

and the words, using a bag of words model. All this processing by the tool occurs without input 

from a human user, except to specify the original document set. In this thesis, we address the 

name of civil cases in orderly fashion so as to retrieve rapid comprehension of the retrieved 

document from the web mining. 

Clustering is a technique used to group and divide underlying data based on their similarities 

and dissimilarities. It discovers both the dense and the sparse regions in a data set. Both the 

academic and document researchers rely on this technique. This method is unusual. It operates 

by repeatedly splitting clusters into smaller clusters. Though it’s frequently clustering methods, 

we have little knowledge about the characteristics of available clustering methods or how 

clustering methods should be deployed. Cluster analysis is referred to as segmentation method 

in document research. It means segmenting or separating a particular data from the given set of 

data available. In this paper, we discuss the most classical problems that occur while clustering 

underlying data. The first problem is which cluster must be split and the second problem is how 

to split the selected cluster. This paper clusters the data collection and generates a set of 

distinctive word labels for each cluster of documents, all entirely autonomous. 

KEYWORDS: PDDP, FORGY’S ALGORITHM, LATENT SEMANTIC INDEXING 

ALGORITHM(LSI), LINEAR LEASE SQUARE FIT(LLSF)ALGORITHM. 

1. INTRODUCTION 

In this idiosyncratic tool spreads into a large database. This tool is of sorting all the civil cases 

documents in alphabetical order from the web mining. This tool used the bisecting divisive 

clustering approach for sorting the civil case documents automatically. Unsupervised clustering 

of documents is a critical component for the exploration of large unstructured document sets. 
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Unsupervised clustering is an important because the volume of data available on the web is 

enormous. 

-the problem of selecting which cluster must be split. 

-the problem of how to split the selected cluster. 

This paper focuses on the first sub-problem. In particular, in this paper used a new method for the 

selection of the cluster to split is proposed. This paper discusses a scalable unsupervised 

algorithm that is capable of automatically generating automated clusters, while identifying the 

attributes or words that are the most important in distinguishing between the variety of legal 

documents in a given collection. This method is here presented with reference to two specific 

bisecting divisive clustering algorithms. 

-The bisecting k-means algorithm. 

-The PDDP. 

This paper is organized as follows : Section2 the bisecting k-means and PDDP algorithms are 

concisely recalled, whereas in section 3 selecting the cluster to split(a quick review), section 4 

discussing the theoretical results for Infinite data sets, section 5 display the Numerical results for 

finite data sets and section 6 will compare the clustering performance of both algorithm. 

Empirical evaluation and performance are presented in section 7. 

2. BISECTING K-MEANS AND PDDP 

K-means is the most celebrated and widely used clustering technique (see eg., [1],[2],[3]) hence, it is the 

best representative of the class of iterative centroid-based divisive algorithm. On the other hand PDDP is a 

recently proposed technique[4],[5],[6],[7]. It is representative of the non-iterative technique based upon the 

Singular Value Decomposition (SVD) of a matrix built from the data set. 

The clustering approach considered here in bisecting divisive clustering. Namely, we want to solve the 

problem of splitting the data-matrix. M=[X1,X2,……XN)€R
P*N

(where each column of M1 X1 € R
P
, is a 

single data point) into two sub-matrices  (or sub – clusters) ML € RP*NL and MR € RP*N
R , NL + NR = N. 

In such algorithms, the definition of “centroid” will be used extensively, specifically, the centroid of M, say 

w is given by, 

w =  -------------------- [1] 

where xj is the j
th  

column of M. similarly, the centroids of the sub-clusters ML and MR say WL and WR, are 

computed as the average value of their columns.  

{WL  =  

 WR  = }-----------------[2] 
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BISECTING K-MEANS: 

Step1: (Initialization) Randomly select a point as CL€RP, then compute the centroid of M, and 

compute CR€R
P 

as CR = w-(CL-w). 

Step 2: Divide M = [X1,X2,……XN ] into two sub-clusters ML and MR, according to the following 

rule. 

Xi € ML  if || xi – CL || ≤ || xi – CR||  

Xi € MR if || xi – CL || ≤ || xi – CR||    

Step 3: compute the centroids of ML and  MR, WL and WR as in Eq[2]. 

Step 4: If WL  = CL and WR = CR stop. Otherwise, let CL := WL, CR := WR and go back to step 2.  

The algorithm above presented is the bisecting version of the general k-means algorithm. This 

algorithm is claimed to be very effective in document processing and content-retrieving 

problems. 

The very classical and basic version of K-means also known as Forgy’s algorithm. Many 

variations of this basic version of the algorithm have been proposed, aiming to reduce the 

computational demand at the price of (hopefully little) sub-optimality. 

PDDP(Principal Direction Divisive Partitioning Algorithm) 

Step 1: Compute the centroid w of M as in Eq.[1] 

               W =               ------- [1] 

Step 2: compute the auxiliary matrix  = M-we, where e is a N-dimensional row vector of ones, 

namely e = [1,1,1,1,1…….1]. 

Step 3: compute the singular value decomposition(SVD) of ,  = U∑VT
, where ∑ is a diagonal 

PXN matrix and U and V are orthogonal unitary square matrices having dimension PXP and 

NXN respectively. 

Step 4: Take the first column vector of U, say u = U and divide M = [x1, x2,……xn] into two sub 

clusters ML and MR according to the following rule.  

Xi € ML  if U
T
 (x – w)  0 

Xi € MR  if U
T (x – w)  0 

 This PDDP algorithm  proposed SVD based data processing algorithms among them, the most 

popular and widely known as the Latest Semantic Indexing Algorithm(LSI) and LSI – related 

Linear Lease Square Fit(LLSF) algorithm.  

PDDP and LSI mainly differ in the fact that the PDDP splits the  matrix with a hyper plane 

passing through its centroid LSI through the origin. Another major features of PDDP is that the 

SVD of  (Step 3) can be stopped at the first singular value/vector. This makes PDDP 
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significantly less computationally demanding than LSI. Especially, if the data matrix is sparse 

and the principal singular vector is calculated by resorting to the Lanczos Technique.  

The main difference between k-means and PDDP is that k-means is based upon an iterative 

procedure, which in general, provides different results for different initializations, whereas PDDP 

is a “One – Shot” algorithm, which provides a unique solution. In order to understand better, how 

k-means and PDDP work, in Fig1(a) and Fig1(b) the partition of a matrix of dimension provided 

by k-means and PDDP respectively is displayed. 

 

Fig 1(a)K-Means and Fig 1(b) 

From Fig1, it is easy to see how k-means and PDDP work. 

- The bisecting k-means algorithm splits M with a hyperplane which passes through the centroid 

w of M, and is perpendicular to the line passing through the centroids of wL and wR of the sub-

clusters ML and MR. 

- PDDP splits M with a hyperplane which passes through the centroid w of M, and is 

perpendicular to the principal direction of the “unbiased” matrix  (  is the translated version of 

M, having the origin as centroid). 

At first glance, the two clusters provided by k-means and PDDP look almost indistinguishable. A 

more careful analysis reveals that the two partitions differ by a few points. Note that this is 

somewhat unexpected, since two algorithms differ substantially. 

3. SELECTING THE CLUSTER TO SPLIT: a quick review 

The problem of selecting the cluster to split in divisive clustering techniques may have a 

remarkable impact on the overall clustering results.  

The following three classes of approaches are typically used for the selection of the cluster to 

split[14]: 

(A) complete partition: every cluster is split, so obtaining a complete binary tree. 

(B) The cluster having the largest number of elements is split. 

(C) The cluster with the highest variance with respect to its centroid. 

α(M)  = ||Xj-w||
2
}-----------------[2]is split(w is the cetroid of data matrix of the 

cluster, Xj its j-th column, || ||is the Euclidean norm). 

The above criteria are extremely simple and raw. Criterian (A) is indeed a “non-choice”, since 

every cluster is split: it has the advantage of providing a complete tree, but it completely ignores 

the issue of the quality of the clusters. Criterian (B) is also very simple. It does not provide a 

complete tree, but it has the advantage of yielding a “balanced” tree, namely a tree where the 
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leaves are (approximately) of the same size. Criterian(C) is the most “sophisticated”, since it is 

based upon a simple but  meaningful property(the “scatter”) of a cluster. This is the reason why 

(C) is the most commonly used criterion clusterselection.  

    

                 Fig.2(a) size 2X2000 Fig.2(b) 2 x 1000 

          

The main limit of the above criteria can be pictorially described with a naïve example. In Fig.2 

two data sets are displayed: the first is a matrix of size 2X2000(Fig.2(a); the second is a matrix of 

size 2 x 1000(Fig.2(b). by inspecting the two data sets, it is apparent that the best cluster to split is 

the second one; it is inherently structured into two sub-clusters. 

Both criterion (B) and (C), however, would suggest the first one as the best cluster to split. It has 

the largest number of data points, and the largest variance (α(M) = 0.53 for the first data- set and 

α(M) = 0.10 for the second set).  

It is interesting to observe that the main limit of criteria (A-C) is that they completely ignore the 

“shape” of the cluster, which is known to be a key indicator of the extent to which a cluster is 

well-suited to be partitioned into two sub-clusters. This simple but crucial observation, however, 

deserves some additional comments: 

Taking into account the “shape” of the cluster is a difficult and slippery task, which inherently 

requires more computational power than the computation of the simple criterion(2). Henceforth, 

in computationally-intensive applications the simplicity of criteria (A-C) can be attractive; 

however, in many applications characterized by a comparative small number of data-points(N) 

and features(p), a better criterion than (A-C) would be appealing. 

Taking into account the “shape” of the cluster requires a wise balancing between an application-

specific approach and a multi-purpose approach. If the criterion is too application-specific it can 

only be helpful for that application. If too generate(as A-Care), it cannot provide high clustering 

performance. 

4. THEORETICAL RESULTS FOR INFINIT DATA SETS: 

In this section, the “asymptotic” behavior of bisecting k-means and PDDP will be analysed. 

Asymptotic here means that the data set has an infinite an infinite number of points, namely                 

N      ∞ difference between a finite and an infinite set of points is naively depicted.  

In the first part of this section, we will focus on the 2-dimensional case, specifically, it is assumed 

that each point X = [X1 , X2]
T 

of the data set belongs to an ellipsoid centered in the origin and 

referred to the axes. X = [X1 , X2]
T  belongs to the data set  

   +  1 -----------------[3]  

The semi-axes lengths of the ellipsoid in Eq[3] are a (0 <  a 1 ) and 1 respectively. The 

following two prepositions, generated to P dimensions.  
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Preposition 1: if the data points of a data set are uniformly distributed in a 2-dimensional 

ellipsoid, the semi-axes of the ellipsoid have lengths equal to 1 and a, (0 <  a 1 ) and N --- ∞, 

then the dynamic discrete – time system which models the k-means itereative algorithm is 

characterized by 2 equilibrium points, I point is locally unstable and 1 is locally stable.  

In particular , the dynamic model has the form: at + 1 = atan(a
2 

tan( t )), 0 a  1, 0 ≤ at ≤ π/2. 

The splitting hyper plane corresponding  to the stable equilibrium points is orthogonal to the main 

axis of the ellipsoid.  

The splitting hyper plane corresponding to the stable equilibrium points is orthogonal to the 

largest axis of the ellipsoid. 

 

Fig 3 Proof: the proof of this result is given in items: 

Preposition 2: If the data points of a data set are uniformly distributed in a 2-dimensional 

ellipsoid, the semi-axes of the ellipsoid have lengths equal to 1 and a1(0 <  a1 1 ) and  N         ∞, 

then the PDDP algorithm splits the ellipsoid with a hyper plane passing through the origin and 

orthogonal to the largest axis of the ellipsoid. 

Proof: The result is a direct implication of the properties of the SVD. Indeed the 2 singular 

vectors of a set of points uniformly distributed within an ellipsoid coincide with the direction of 

the principal axes of the ellipsoid. 

Prepositions1 and 2 show that bisecting k-means and PDDP provide the same solution, except in 

the case when the initialization of k-means exactly corresponds to an unstable equilibrium point 

of the k-means dynamic model. However, if the initialization is made randomly, this event occurs 

with probability zero. 

5. NUMERICAL RESULTS FOR FINITE DATA SET: 

In this section, the bisecting k-means and PDDP will be analyzed, when the data set has a finite 

number of data points. The analysis will be done empirically using simulated data.  

The purpose of this section is two fold: 

Validate the theoretical results can change when the data set is finite. 

Understand the pros and cons of k-means and PDDP.  
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FIG:4 RECURSIVE FUNCTION 

Four sets of data have been considered, characterized by 15, 30, 100 and 2000 data points 

uniformly distributed within a 2-dimensional ellipsoid with a=0.6. the recursive function  t  + 1 = 

f (  t) has been numerically computed for these data sets. 

A major consequence of this function being step-like is that every equilibrium point (namely, 

every point where the function crosses the line  t  + 1 =  t is locally asymptotically stable, since 

the local slope of the function about the equilibrium is smaller than 1. This explains why, in the 

case of finite data sets, the k-means algorithm is affected by bad local minima problem. 

When the number of data points grows, the finite data set function converges towards the 

asymptotic function. (see fig 5d). This explains why, when the number of data is sufficiently 

large, it is the common experience that the problem of local minima tends to vanish.  

These experiments suggest that the problem of local minima for bisecting k-means is expected to: 

- Decrease when the number of data grows. 

- Increase when the size of the “short” semi-axes(aij  ….ap-1) approaches the largest axis.  

    In order to validate these conjectures, the bi-secting k-means algorithm has been extensively 

tested for different values of a (α  = 0.6, 0.7, 0.8, 0.9) and for different sizes of the data set(N 

ranging from 10 to 5000). The average dispersion of the centroids, we have obtained (which is 

directly related to the problem of local minima) is displayed in Fig.5 In particular, for each value 

of N, 20 different data sets have been randomly generated for each dataset, 100 different runs of 

k-means have been done(starting from different initial conditions), so obtaining 100 “dispersed” 

centroids. The dispersion of these 100 centroids has been computed for each of the 20 data sets 

and averaged. The conjuctures above outlined are fully confirmed by the data, the centroids 

dispersion increases with and decreases with N. Estimated standard deviation of the centroids.  

 

Fig 5: Average Dispersion of Centroids 
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6. COMPARING THE CLUSTERING PERFORMANCE OF BI-

SECTING K-MEANS AND PDDP: 

In order to compare the performance of k-means and PDDP, we have considered two sets of data, 

uniformly distributed in a 100-dimensional ellipsoid. The main semi-axis of the ellipsoid is 1. The 

size of the remaining 99 semi-axes is in the range[0.05, 0.95]. The first data set has 1000 points 

and the second data set 5000. 

Note that, this number of data point is comparatively small for a 100-dimensional vector space. 

For each data set, the following clustering techniques have been used. 

(a) Bi-Secting k-means initialized randomly, specifically 1000 different initializations have 

been tested for each data set. 

(b) PDDP 

(c) Bi-Secting k-means, initialized with the result provided by PDDP.  

 

Fig.6  Measure of quality of bisecting partition of a data set of N= 5000 points. 

At the end of each clustering experiment the so-obtained partition has been evaluated using 

Eq.[1]. The results are displayed in Fig6(N=1000) and in Fig10(N=5000). The measure of quality  

is a normalized version of Eq.[1]specifically, 0 corresponds to the best clustering performance, 1 

corresponds to the “worst-case” situation of non-partitioned cluster(namely ML = M and MR= θ). 

The 1000 dots show the clustering performance of k-means randomly initialized, the two 

horizontal lines show the performance of PDDP and the performance of k-means initiailized via 

PDDP. 

7. EVALUTION AND PERFORMANCE:         

To assess the performance of our clustering approach , we clustered the set of headnoted case law 

documents on Indian law. This includes 1 million civil case law documents and collectively 

contains more than 10 million headnotes classified to about 1,00,000 key numbers. 
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Table1: A sample set of clusters and their metadata. 

 

ClusteriD Label  
 

Noun Phrases Key 
Numbers  
 

12799254  
 

 

Eminent Domain/  
Compensation/  
Nature of Property and Neighborhood 
and Estimated Replacement Value 

“fair cash” 

“right way” 

“land owner right access” 

 

148k221 

148k14(1) 

148k107 

12436744 Opinion evidence/challenged portion 

of Expert Witness Opinion 

“admissible expert testimony” 

“quality expert witness” 

“product liable action” 

157k536 

157k546 

157k539 

12957372 Automobiles/Arrest, stop or Inquiry; 

Bail or deposit/ stop and arrest by 

police officers 

 

“Police officers””valid 

trafficstop” “defendant drive 

license” 

48Ak34(4) 

35k63.5(6) 

48Ak349(2) 

13080456 Child custody/ removal from 

jurisdication/ best interests and welfare 

of children and Right of other parent 

“admissibleexperttestimony”mo

dify child custody””non 

custodial parent child” 

76Dk261 

76Dk76 

76Dk921(1) 

 

8. LEGAL ISSUE DETECTION QUALITY, LEGAL ISSUE 

CLUSTERING QUALITY: 

The objective of the assessment in this evaluation was two fold: 

First fold is the clustering algorithm able to discover all the legal clusters in these documents.  

Second fold is the clustering algorithm able to find the common legal issue in each of the reports. 

We used precision P and recall R to measure the performance for the first objective, in which: 

-P is defined by the number of correctly identified clusters of a document(compare to the 

manually identified clusters)divided by the total number of clusters and  

-R is defined by the number of correctly identified clusters of a document divided by the total 

number of manually identified clusters of a document. 

For the second objective, we used precision P for evaluation, which is defined by the number of 

common legal issues identified among documents in all reports divided by the number of 

common legal issues manually identified among documents in all reports by experts. 

Regarding the first objective, the precision and recall of the system on 10 reports across different 

document type is shown in the Figure 7. Overall, we achieved reasonably high precision, but the 

recall was quite low especially for case law documents. The main reason for this is the aggressive 

filtering, by adopting much higher thresholds, in the past processing of the system to achieve high 

precision.                
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Fig.7 10 reports across different document type 

For the second objective, Table2 shows the performance of the system in each individual reports 

as well as overall. 

                      Table 2: Precision of common Legal Issues 

Report IDs Total No.of 

Documents 

Documents 

with 

common 

theme 

Editorially 

Created 

Associations 

Documents 

with common 

theme 

algorithmically 

created 

associations 

AE_2 6 6 6 

AE_20 6 6 6 

AE_22 4 4 4 

AE_24 5 3 3 

AE_31 6 6 6 

AE-32 7 5 5 

AE_35 6 6 5 

AE_36 6 6 6 

AE_37 5 3 3 

AE_39 7 7 7 

TOTAL 58 52 51 

PRECISION 89.7% 87.9% 

   

 

In this analysis, each of the 10 reports has a common legal issue running through it. However, the 

common ‘thread’ did not appear in each document in each of the reports. 

In summary, the experts manually created clusters by identifying a common thread through all 

documents in 7 of the 10 reports, our system identified a common thread in one of the documents 

in that report, and is thus considered as a failure.  

Across the entire set, experts manually created clusters and identified the common thread in 52 of 

the 58 documents(89.7%). Our system created clusters and identified the “common thread” in 51 

of the 58 documents (87.9%). 

 



Computer Science & Information Technology ( CS & IT )                               435 

 

9. CONCLUSION: 

This paper examined how clustering technique is acquired successfully by using k-means 

algorithm and PDDP algorithm by applying them to document clustering in order to yield more 

useful results. This case study shows the efficacy of this method in document clustering. In this 

case study PDDP algorithmic methods were applied in addition to k-means and this yielded a 

significant improvement in the results obtained. This research tool is very efficient and it 

effectively stores, sorts and retrieves the legal documents in an alphabetical order automatically 

with the structure of a concentric circle.  

Area of future study could be the expansion of the scope to consider other algorithms such as 

PMPDDP, partitioning algorithm, BIRCH Algorithm etc, in this type of sorting and retrieving 

tools makes it much easier for lawyers and judges to do any reference. By storing the law and 

order files by this way also provides a great assistance to them. 
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