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#### Abstract

Breaking a big integer into two factors is a famous problem in the field of Mathematics and Cryptography for years. Many crypto-systems use such a big number as their key or part of a key with the assumption - it is too big that the fastest factorisation algorithms running on the fastest computers would take impractically long period of time to factorise. Hence, many efforts have been provided to break those crypto-systems by finding two factors of an integer for decades. In this paper, a new factorisation technique is proposed which is based on the concept of backtracking. Binary bit by bit operations are performed to find two factors of a given integer. This proposed solution can be applied in computing square root, primality test, finding prime factors of integer numbers etc. If the proposed solution is proven to be efficient enough, it may break the security of many crypto-systems. Implementation and performance comparison of the technique is kept for future research.
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## 1. INTRODUCTION

Integer factorisation is known as the decomposition of a composite integer number into small divisors. As for example, 91 is a composite integer which is a composition of 7 and 13, i.e. $91=7$ x 13 . Both 7 and 13 are known as the factors of 91 . If the factor is a prime number, then it is known as prime factor. In the above example, both of them are prime factors. As the size of the number increases, it becomes very difficult to find its factors. Sometimes, a sophisticated algorithm running in the fastest computer may take hundreds of years to find a factor of a large number. As a matter of fact, many cryptographic algorithms, such as RSA [11], use a big number ( 1024 or 2048 bits) in generating keys with the assumption that, fastest technique with the help of many computers would not be able to factorise that number within a practically feasible time.

This paper proposes a new technique to decompose a composite integer into two factors using backtracking technique. Repetitive application of the proposed technique will find all possible
factors of a given integer number. The proposed solution also can be used in testing the primality and finding the square root of an integer (if there exist any).

The impact of the proposed solution can be tremendous, depending upon its performance. If it can factorise a big number (as big as the number used in some crypto-systems) within a practically feasible amount of time, it would make a big change in the field of Cryptography. Further impact, implementation and performance analyses are kept for future research.

The rest of the paper is organised as follows: Section 2 presents existing solutions for factorising integer numbers in brief. Section 3 discusses the proposed solution with an example and Section 4 concludes the paper with some future research directions.

## 2. EXISTING SOLUTIONS

There have been many efforts proposed to factorize an integer number. The use of prime factors in crypto-systems increased much research interest to finding a practical solution to factorise a big integer. Integer factorization intrinsically leads towards the solution of primality testing and finding square root of an integer number. Some of the existing solutions are as follows:

- Trial Division: Trial division algorithm finds whether a given integer N is divisible by any positive number less than N . This is a simple and brute force approach which is very time consuming to find a solution.
- Wheel Factorisation: This is a graphical method of factorising an integer. In this method, natural numbers are marked around the wheel to form spokes of primes and their multiples.
- Rho Methods: Rho ( $\rho$ ) method generates $\rho_{1}, \rho_{2}, \rho_{3} \ldots$ where $\rho_{i+1}=\rho_{i}^{2}+10, \rho_{1}=1$ and parameter 10 is chosen by users. This method finds factors of N by computing $\operatorname{gcd}(\mathrm{N}$, $\left.\left(\rho_{2}-\rho_{1}\right)\left(\rho_{4}-\rho_{2}\right) \ldots\left(\rho_{2 n}-\rho_{n}\right)\right)$. Parameter $n$ is also chosen by user. This method initially was proposed by Pollard [8]. Some variations, improvements and optimisations of Rho methods are proposed in - [9], [2], [1] etc.
- Fermat's and Euler's Factorisation: Fermat's Factorisation technique [7] represents odd integer $N$ as $a^{2}-b^{2}$ where both $a$ and $b$ are positive integer. Thus, $N$ is equal to $a^{2}-b^{2}=$ $(a+b)(a-b)$ and factors are $(a+b)$ and $(a-b)$. In Euler's Factorisation technique [6], N is represented as $\mathrm{a}^{2}+\mathrm{b}^{2}$ and $\mathrm{c}^{2}+\mathrm{d}^{2}$, where $\mathrm{a}, \mathrm{b}, \mathrm{c}$ and d are positive integers.
- Other Methods: Various other methods of factorisation algorithms are: group factorisation technique of Pollard's $\rho-1$ [8], William's $\rho+1$ factorisation [12], Lenstra's elliptic curve factorization [5]; Dixon's factorization [3]; Quadratic sieve factorization [10] etc.


## 3. PROPOSED SOLUTION

This section presents the proposed solution to factorize an integer with a simple example. The solution is also extended for primality testing and square root calculation.

### 3.1 Factorising an Integer

Let us consider, a composite $m$ bit integer number $R$, binary representation of which is $r_{m}, r_{m-1}, \ldots r_{2}, r_{1}$. Also assume the binary representation of $R$ 's two factors $A$ and $B$ are $a_{\ell}, a_{\ell-1}, \ldots a_{2}, a_{1}$ and $b_{\ell}, b_{\ell-1}, \ldots b_{2}, b_{1}$ respectively, where both of them are $\ell$ bit long. Therefore, $R=A \times B$. Their standard multiplication (also known as grade-school multiplication) is demonstrated in Fig.1. The method of multiplication to be correct, $n_{i}$ has to be equal to $r_{i}$ for all $i=1$ to $m$ where $m=2 \ell-1$.


Figure 1: Binary standard multiplication of A and B to produce $N$
Shifted Multiplicands Matrix (SMM), as shown in Figure 2, has the dimension of $\ell \times(2 \ell-1)$ with entry as follows:

$$
\begin{equation*}
S M M[i][j]=0 \quad \text { for }(j<i) \text { and }(j \geqslant(\ell+i)) \tag{1}
\end{equation*}
$$

or
$S M M[i][j]=b_{i} \times a_{j-(i-1)}$


Figure 2: SMM block diagram

Each bit in N is a binary summation of bits of SMM's corresponding positions, as displayed in Equation 2. Where, $\mathrm{S}_{\mathrm{k}}$ and $\mathrm{C}_{\mathrm{k}}$ are the sum and carry bit of SMM entries at column k .

$$
\begin{align*}
S_{k} & =C_{k-1}+\sum_{j=1}^{\ell} S M M[j][k]  \tag{2}\\
C_{k} & =S_{k} / 2 \\
n_{k} & =S_{k} \% 2
\end{align*}
$$

Further detail of binary multiplication method can be found in [4].
Now an algorithm is to be developed which would choose $a_{i}$ and $b_{i}$ in such a way that, $n_{k}$ calculated in Equation 2 becomes equal to $r_{k}$, for all $k \leq(2 l-1)$. Following example explains how a number is factorised using the proposed technique.

### 3.1.1 An Example

Say an integer $\mathrm{R}=12$ and hence, $\mathrm{m}=4$. We have to find two factors, A and B , or R. Binary representation of R, A, B and S M M, as discussed in Section 3.1, are now showed in step 1 of Fig. 3, where fields of A and B are empty and entries of S M M are set to 0 initially.

We need to consider every bit of R from right to left. In Step 2 we try to choose values for a1, b1 and S M M [1] [1] such that n 1 calculated using Equation 2 becomes equal to r 1 . Therefore, S M M [1] [1] must be 0 . Possible values of $\{$ a1, b1 $\}$ could be $\{0,0\}$ or $\{1,0\}$ or $\{0,1\}$, but cannot be $\{1,1\}$. Let us say we choose $\{0,0\}$. Now immediately we can set S M M [2] [2] = S M M [3] [3] = 0 , since $a_{1}$ would make these values to 0 regardless of the value of $b_{i}, i=1$ to $l$. Similarly S M M [1] [2] = S M M [1] [3] = 0, since b1 would make these values to 0 regardless of the value of $\mathrm{a}_{\mathrm{i}}, \mathrm{i}=1$ to $\ell$.

Now, we move to the next bit of R in step 3. Values of SMM in column 2 are already consistent. We have the option to choose any value for $\left\{a_{2}, b_{2}\right\}$. Say us choose $\{1,1\}$. Therefore, S M M [2][3] can be set to 1 . Similarly we consider for $r_{3}$ in Step 4 . Only one position of S M M in this column is left which has to be 0 to be consistent with $\mathrm{r}_{3}$. Choose any value for $\{\mathrm{a} 3, \mathrm{~b} 3\}$. Let us say we choose $\{0,0\}$. Hence S M M [2][4] and S M M [2][5] have to be 0 . But in the next column (column 4), all values become 0 . Therefore, a conflict arises, since the summation could not produce a value equal to r 4 . Hence, a backtracking will be necessary for r 3 . Now, let us try with the values of $\{a 3, b 3\}$ an $\{1,1\}$ in Step 5 . This time it creates conflict too. In next step, let us try with $\{\mathrm{a} 3, \mathrm{~b} 3\}-\{1,0\}$ in step 6 . Now the values of $A, B$ and $S \mathrm{M} \mathrm{M}$ becomes consistent with that of $R$. Therefore, two factors of $R$ would be $A=6$ and $B=2$.


Figure 3: Steps of factorisation for the example

### 3.1.2 The Algorithm

The proposed solution appears in the following algorithm in a concised manner:

```
Algorithm 1 Factorisation of a composite integer \(R\)
    input : \(R=r_{1}, r_{2}, \ldots, r_{m}\)
    output : \(A\) and \(B\)
    Begin
    for \((i=1\) to \(m\) ) do
        if \(i<\ell\) then
            choose \(a_{i}, b_{i}\) and \(S M M[1,2 \ldots \ell \mid[i]\) such that
            \(r_{i}=n_{i}\)
            if not feasible then
            \(i=\operatorname{backtrack}(i)\)
        else
                    compute \(n_{l+1 \ldots m}\) from rest of SMM
                    if at any point \(r_{i} \neq n_{i}\) then
            \(i=\) backtrack(i)
        end if
    end for
    return \(A\) and \(B\)
    End
```

```
Algorithm 2 backtrack(i)
    input : \(i\)
    output: \(j\)
    Begin
    for \((j=i-1\) down to 1 ) do
            choose different values for \(a_{j}, b_{j}\) and \(S M M[1,2 \ldots \ell][j]\) such that
            \(r_{j}=n_{j}\)
        if \(r_{j}=n_{j}\) then
            break
        else
            \(j=\) backtrack \((j)\)
        end if
    end for
    return \(j\)
    End
```


### 3.2 Primality Test and Square Root

The proposed factorisation technique can easily be extended for the following solutions:

## Square Root

If we set or require, $A$ and $B$ must be equal, then we get the square root of $R$ (if it is a perfect square) in A and B. In this case, the computation even would be quicker, since more values of SMM would be pre-set.

Primality Test
If the proposed algorithm finds no solution after finishing all steps then, $(\mathrm{R})$ is a prime number.

## 4. Conclusion And Future Work

In spite of the existence of many factorisation techniques, cryptographic algorithms are still in work with the assumption that, factorising a very large number would take too long time to be practical for the crypto-system to be insecure. Therefore, a new solution in the factorisation family should draw much attention to the crypto-community. In this paper, only the algorithm is discussed in brief without considering its implementation and performance evaluation. If the proposed solution performs such that, it becomes capable to factorise those big numbers, then it may break the security of some crypto-systems, such as RSA.

In future, the algorithm can be implemented to measure its performance. It is also important to see whether this solution can factorise very big numbers used in some crypto-systems. If fails, still its performance can be compared with other existing factorisation solutions. A hybrid approach also can be thought to engage this solution with others. The algorithm itself can be improved by introducing some pruning and optimisation techniques too.
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