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ABSTRACT 

 

A large number of existing Cyber Physical Systems (CPS) in production environments, also 

employed in critical infrastructures, are severely vulnerable to cyber threats but cannot be 

modified due to strict availability requirements and nearly impossible change management. 

Monitoring solutions are increasingly proving to be very effective in such scenarios. Since CPS 

are typically designed for a precise purpose, their behaviour is predictable to a good extent and 

often well known, both from the process and the cyber perspective. This work presents a cyber 

security monitor capable of leveraging such knowledge to detect illicit activities. It uses a 

formal language to specify critical conditions and an SMT-based engine to detect them through 

network traffic and log analysis. The framework is predictive, i.e. it recognises if the system is 

approaching a critical state before reaching it. An important novelty of the approach is the 

capability of dealing with unobservable variables, making the framework much more feasible in 

real cases. This work presents the formal framework and first experimental results validating 

the feasibility of the approach. 
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1. INTRODUCTION 
 
Cyber Physical Systems (CPS) are composed by networked ICT devices that support the 
operation of physical entities. In this work we use CPS as general term that includes Industrial 
Control Systems (ICS), building automation systems, and the Internet of Things used for control 
and automation. The progressive use of ICT technology exposed CPS to vulnerabilities and 
threats typical of the ICT world [1]–[3]. Cyber Physical Systems present many specific 
differences from standard ICT systems [4] that make general ICT security solutions seldom 
effective for CPS. However, such peculiarities can also lead to better tailored solutions. 
 
CPS are typically designed for a specific purpose in a predetermined production environment. As 
a consequence, the behaviour of their physical process is predictable to a good extent and often 
well documented. Fortunately, this predictability reflects on the cyber counterpart, thus it is 
possible to leverage such knowledge of the CPS to specify known critical conditions that combine 
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cyber and process aspects for a greater expressiveness and effectiveness. However, to the author’s 
best knowledge, specification-based security monitoring approaches appear less mature than other 
approaches like anomaly-based techniques. This work presents a contribution in this regard. 
 
It is necessary to observe the CPS current state to detect if it has reached a critical state. However, 
the assumption that every parameter of the CPS can always be observed is too strong and 
unfeasible in real cases. The main novelty of our approach is the ability to handle unobservable 
variables. Moreover, the framework is also capable of computing, if necessary, the piece of 
missing information required for a more accurate result. Such information is provided to security 
operators as a guide for finding a refinement of the CPS state. The refinement can feed the 
monitor back, leading to more precise detection. 
 
Present paper improves our previous works [5] and present the same ability to predict whether the 
CPS is evolving towards some critical states, monitoring the changes in time of a notion of 
proximity from critical conditions. However, unobservable variables complicate the formal 
definition and the actual computation of the proximity, as explained in the following sections. 
As previous works, the framework does not need a full model of the CPS, which is very hard to 
achieve in real cases. It is based on passive observations of the CPS through the analysis of 
network traffic and logs, to be more suitable for the industrial sector where change management 
and shutdowns are nearly impossible in practice, especially when employed in critical 
infrastructures. The framework presents an expressive specification language and is agnostic to 
observation methods and attack models, thus it is suitable for detecting possible 0-days attacks. 
 
Section 2 shows a very simple example to explain the main idea behind the cyber security 
monitoring framework. Section 3 describes related works and approaches in literature and on the 
market. Section 4 defines our proposed framework, while Section 5 presents our first working 
prototype and our first experimental results that validates the approach. 
 

2. A MOTIVATING EXAMPLE 
 
This section presents an example of CPS which is overly simplified but still capable of explaining 
the kind of anomalies our framework is able to detect, its capability of handling unobservable 
aspects, and its notion of predictiveness. The following sections refer to this example to ease the 
explanation. 
 
Figure 1 shows a simplified building automation system controlling the temperature of two 
rooms. The CPS is made of the following components (� = 1,2): 
 
• a thermometer in each room that measures the temperature �� 
• an external thermometer for the outdoor temperature � 
• a radiator 	� in each room that can be switched on/off 
• a main water heater 
 that can be switched on/off. 

Each room � has a setpoint �� representing the desired target temperature of that room. Sensors 
(the thermometers) and actuators (the radiators and the heater) are wired to Programmable Logic 
Controllers (PLC). Each PLC is connected to the same TCP/IP-based Process Control Network 
(PCN). The Main Controller (MC), connected to the PCN, is able to send read and write 
commands to the PLCs. In this example we assume the Modbus is used [2], [6], a very widely 
used control protocol with no security mechanisms for authentication/authorisation. 
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Figure 1. Two rooms building automation example. 

In this example the main controller provides a Human Machine Interface (HMI) that allows an 
operator to visualise the current process parameters and to manually operate the system. An 
operator uses the HMI component of MC to: check temperatures and the on/off status of the 
radiators and of the heater; set the desired temperature of the rooms (setpoints); turn on/off the 
radiators and the heater. Besides manual human operations, our example CPS is automatically 
operated through a set of rules implemented in the main controller MC and listed in Table 1. 

Table 1. Example of automatic operation rules. 
every 500 ms   →   read �� , ��, 	�, 
, � 

�� < �� and � < ��   →   write 	� = ���� and 
 = ���� 

�� > ��   →   write 	� = ����� 

�� > �� and �� > ��   →   write 
 = ����� 

In this example the main controller is the only device that is supposed to send read and write 
Modbus commands to the PLCs. Suppose that an attacker (e.g. a malware) compromises the main 
controller and sends malicious Modbus commands to the PLCs from it. Such illicit commands 
would have exactly the same network signature and the same payload as the licit ones. Thus, 
neither signature-based IDS (e.g. Snort [7], [8], Suricata [9]) nor basic Modbus deep packet 
inspection tools (e.g. Wireshark [10]–[12], Bro [13]) can detect such anomalies. Indeed, the only 
way to detect them is to understand that such Modbus commands do not conform with the 
expected behaviour of the system. 

Assume that the attacker sends read commands to the PLCs to gather and exfiltrate process 
information. Read commands and their responses are identical to the licit ones, however a 
network activity showing an unexpected read frequency can be considered illicit, expressed by 
the following critical condition 

|� − ����� !�"| > # (ϕ1) 

where � is the number of read commands per seconds observed from network capture, 
����� !�" = 3 0.5⁄  corresponds to 3 PLCs and 500 ms fromTable 1, and # is a tolerance constant. 

Similarly, suppose the attacker sends a Modbus write command 
 = ����� to turn off the water 
heater to prevent room 1 or room 2 from reaching the desired temperature. Although this 
command is identical to the licit ones, it might be possible to detect such illicit activity when the 
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presence of the write command does not conform with the expected behaviour from Table 1, 
expressed by the critical condition 

¬
 ∧ ((�� < �� ∧ � < ��) ∨ (�� < �� ∧ � < ��)) (ϕ2) 

Intuitively, critical condition(ϕ2) holds if a turn off command is sent when the heater should be on 
according to Table 1. 

Notice that the critical condition (ϕ1) purely addresses the cyber layer of the CPS, while (ϕ2) 
mixes cyber and process aspects allowing for a greater expressiveness and effectiveness of the 
approach. 

In this example a sensor might stop working, e.g. the outdoor thermometer, and the corresponding 
value might become unobservable. The novelty of our framework is the capability of handling 
both observable and non-observable variables, improving its range of applicability. Moreover, 
condition (ϕ2) might not be critical if a human operator intentionally operates the CPS manually, 
e.g. for maintenance. A more accurate critical condition can be defined as 

¬. ∧ ¬
 ∧ ((�� < �� ∧ � < ��) ∨ (�� < �� ∧ � < ��)) (ϕ3) 

where the boolean value . represents the manual and intentional operation of the human 
operator. The assumption that a monitoring tool is aware of human intentions is unreasonable in 
practical cases. Thus, . must be treated as unobservable, yet is necessary for a better accuracy. 

If the example CPS is in a state where the critical condition (ϕ1) is not satisfied, a notion of 
proximity from (ϕ1) can be defined, representing how far the measured read command frequency 
is from its expected value. Monitoring how the proximity value changes in time enables to 
monitor if the CPS is approaching the critical condition (ϕ1). 

3. RELATED WORK 

One of the main source of vulnerability for CPS is the lack of security mechanisms in 
communication protocols, like authentication, authorisation, and confidentiality [2], [3]. 
Literature presents several secured version of control protocol, e.g. [14]–[16]. However, these 
security approaches rely on the possibility to redesign and replace at least some parts of the 
system, while for many industrial control systems downtimes and change management is not 
practical or affordable due to the high costs and risks related to any possible change. For this 
reason, redesign is often not an option and legacy components are often present. Passive and 
unobtrusive security measures are crucial for such CPS. 

Intrusion Detection Systems (IDS) have been widely used in ICT security with good results. 
Signature-based IDS, like Snort [7], [8], are able to express bad IP packet that can be detected. 
Since cyber attacks are combinations of different licit-like actions and communications, 
signature-based IDS usually fall short in detecting complex attacks. 

The Anomaly-based intrusion detection approach has proved effective for CPS cyber 
security [17]–[22]. [23] classifies anomaly-based IDS in two main categories: 

i. unattended techniques, leveraging statistical models or machine learning to create a baseline 
representing licit behaviours that are compared with the run-time observations 

ii. specification-based techniques, for which a human ICS expert precisely defines what is licit 
or anomalous in a specification language, and the detection tool compares the state of the 
monitored system against such specifications. 

The absence of human effort is a good advantage of the unattended techniques, but they suffer 
from high false positive rates which requires human effort to spot false alarms. Our work focuses 
on the specification-based approach, with the advantage that false positive rates are extremely 
low or even zero when enough knowledge of the system is available. The main drawback is the 
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effort required to define the known critical conditions. However, CPS typically shows predictable 
and repeatable behaviours over time. Moreover, the design phase of a critical infrastructure is 
detailed and documented, providing valuable knowledge to be modelled. Nonetheless, some 
approaches to automatically derive specifications from the monitored system have proved 
effective, e.g. [24]. For this reason, specification-based techniques seem to be a good approach 
for developing security monitors for CPS. 

Security monitoring has gained relevance in the Security Operation Centres (SOC) of big 
organizations and in the DevOps sector. Wide spread frameworks includes Splunk [25], [26], 
Elasticsearch-Logstash-Kibana (ELK) [27]–[30], Grafana [31], and LogRythm [32]. Such tools 
continuously collect log events and time series data (e.g. cpu load, memory consumption, etc.). 
Security operators can customise visualisation dashboards of such information to spot anomalous 
vs. normal behaviours in a graphical way. Moreover, security operators can define custom alarms 
specifying queries on the collected data and events, for instance to detect known indicator of 
compromise (IoC). The possibility to define alarms is somehow similar to our notion of critical 
condition described in this paper. Unlike our proposed framework, such tools allow queries only 
on observable data and do not offer a notion of proximity / proximity range from criticality. 

Nai et al. [33]–[35] developed a specification-based Intrusion Detection and Prevention System 
methodology specific for SCADA systems that is not based on specific attack models and can 
detect 0-day attacks. The methodology allows combining the knowledge of the physical process 
with the cyber behaviour to monitor, and is further extended in [5] with a greater expressiveness 
and more effective computation methods. Our present work further improves the same approach. 
The novelty of this work consists in (i) dealing with unobservable aspects of the system for a 
greater expressiveness and feasibility in real cases (ii) using real-time knowledge refinements 
from human operators (iii) guiding the operator to express better refinements (iv) computing 
proximity and proximity ranges from criticality even in presence of unobservable variables. 

4. THE MONITORING FRAMEWORK 

The proposed monitoring framework passively runs in parallel with the monitored CPS. It 
continuously observes the current state of the CPS and checks it against conditions that are a-
priori known to be illicit or anomalous, hereafter called critical conditions. Figure 2depicts the 
main structure of the framework. 

 

Figure 2. Structure of the real-time monitoring framework. 

The first step is to identify the aspects of the CPS, called variables, that are necessary to express 
the critical conditions. In real cases, the assumption that it is always possible to retrieve the value 
of all the variables is too strict and unfeasible. Thus, a variable can be observable or 
unobservable, either temporarily or permanently. Unobservable variables complicate the 
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framework but allow for a greater expressiveness and practical feasibility. There are three main 
cases in which a variable is considered unobservable: 

i. a variable bound to the value of a malfunctioning sensor that cannot provide its value; 

ii. a variable bound to a parameter of the CPS which is required to express the critical 
condition but that can never be observed by design, e.g. the temperature of a gas in a point 
where no thermometer has been installed; 

iii. any aspect of the monitored system that is inherently unobservable, e.g. the intention of a 
human operator that acts without specifying his actions in advance. 

The monitoring framework is composed by two main components: the observer and the reasoner. 
The former continuously analyses network traffic and logs generated by the monitored CPS, in 
order to retrieve the value of the observable variables. The latter checks the current state of the 
CPS against the set of known critical conditions. 

The input to the observer consists of the specification of variables, which enumerates the 
variables of interest and their properties. Precisely it defines for each variable: 

i. the name, used as an identifier in the specification of critical conditions 

ii. the type: boolean, integer, or real 

iii. an optional range constraint, i.e. lower and upper bounds 

iv. an optional observation method: how the observer captures the value of the variable through 
network or log analysis. When the method fails or is not provided, the variable is considered 
unobservable. 

This paper is agnostic w.r.t. observation methods, so any method can be used. The only constraint 
is that the observation needs to be nearly real-time and the result must be a boolean or numeric 
value. For instance, in our prototype the observer uses deep packet inspection against network 
traffic captured in real-time. 

Our threat model assumes the integrity of the observed values: if an attacker takes the complete 
control of the network it might compromise the effectiveness and correctness of our monitoring 
framework. However, this assumption is typical of security monitoring solutions cited in 
Section 3. In real cases, such approach is still valid provided that a sufficient large number of 
variables are observable and effective critical conditions are specified. In this way the likelihood 
that an attacker is able to compromise enough values to make the monitor ineffective is low. 

Iteratively the reasoner gets as input the values from the observer (/) and a set of critical 
conditions (0), and checks if each condition is met with the current observations. If the critical 
condition only contains observable variables, the reasoner is always able to tell whether the CPS 
has reached the criticality or not. In presence of unobservable variables it might be impossible to 
discriminate whether the CPS is in a critical state only from observations. 

The reasoner is also able to take as input some further information about the CPS state in form of 
a logical assertion, hereafter called refinement and denoted by 1. Refinements are typically 
provided by human operators to give the monitor additional information about unobservable 
variable. 

Each critical condition is associated to a function that represents a notion of proximity. When the 
reasoner is able to determine that CPS is currently not in a critical condition, it computes the 
proximity from that condition. 

When the reasoner is unable to determine whether the current state satisfies a critical condition, it 
computes the minimal condition of unobservable variables that is necessary to determine that the 
system state is not critical (2 inFigure 2). The minimal condition 2 is hereafter called assisted 
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check, because it helps security operators figure out the missing unobservable information. In 
other words, the assisted check can guide operators to provide better knowledge refinements. 

4.1 Specification of Variables and Critical Conditions 

Let 3 denote the set of variables, whose type can be boolean, integer, or real, and let 45678(9) 
denote the range constraint of 9 defined in the variable specification. Boolean variables range on 
the set {0,1}, with both the boolean and the numeric meaning, in order to be able to use boolean 
and numeric variables in the same arithmetic expressions. As a consequence, all variables in 3 
range on ℝ. 

Definition 1. Let = ⊆ 3 be a subset of variables. A partial assignment (or simply an assignment) 
is a function 5: = → ℝ that maps variables to their value such that 5(9) ∈ 45678(9) for each 
variable 9 ∈ =. The notation ABC(5) denotes its domain =. 

Definition 2. A state of the monitored CPS (or simply a state) is an assignment D such that 
ABC(D) = 3, i.e. a total assignment on variables. The set of all possible system states is denoted 
by E. Given a partial assignment 5, we define 

E(5) = {D ∈ E ∣ ∀9 ∈ ABC(5): D(9) = 5(9)} 
as the set of states that satisfy the assignment 5. 

Our framework uses a partial assignment H to represent the current observations that the observer 
passes to the reasoner. If all variable are observable, H is total, i.e. H is a CPS state. In case of 
unobservable variables, H represents only the observable portion of the current state of the CPS, 
and from the perspective of the reasoner the CPS could be in any state of E(H). 
Definition 3. A state formula is defined by the grammar: 

0 ⩴ 5�9� +⋯+ 5L9L ⋈ N ∣ ¬0 ∣ 0 ∧ 0 ∣ 0 ∨ 0 

where 9� ∈ 3, 5� , N ∈ ℝ, ⋈∈ {<,≤,>,≥,=,≠}. The set of variables occurring in a formula 0 is 
denoted by 954(0). 
A state formula is a boolean combination of linear inequalities of variables and expresses a 
property of the CPS state, where both observable and unobservable variables may occur in a 
formula. We use the standard interpretation of formulae over assignments. 

Definition 4. Given a partial assignment H and a formula 0 such that 954(0) ⊆ ABC(H), the 
assignment Hsatisfies (or models) the formula 0, denoted by H ⊨ 0, when recursively: 

H ⊨ S5�
�

9� ⋈ N iff S5�
�

H(9�) ⋈ N H ⊨ ¬0 iff H ⊭ 0
H ⊨ 0� ∧ 0� iff H ⊨ 0�	and	H ⊨ 0�   H ⊨ 0� ∨ 0� iff H ⊨ 0�	or	H ⊨ 0�

 

The set of states satisfying a formula 0 is denoted by E(0). 
Our framework uses state formulae to define the known critical conditions of the monitored CPS. 
Moreover, at each iteration the observer passes the receiver the formula 

/ ≔ _9
`∈a

= H(9) 

representing the current observation, where = is the set of observed variables and H(9) is their 
observed value. 

Example. The simple example described in Section 2 uses the following variables: 

• ��,  ��, ��,  ��, �: real variables for internal temperatures, desired temperatures (setpoints), 

and outdoor temperature 
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• 
: boolean variable corresponding to the on/off status of the heater 

• .: boolean unobservable variable corresponding to the fact that the operator has manually 

and intentionally operated the CPS through the HMI. 

Variables �� , �� , �, 
 are observed through the analysis of the Modbus traffic on the process 

network. 

4.2 Criticality Detection 

Error! Reference source not found.depicts the behaviour of the reasoner at each iteration. For 
each critical formula 0, the reasoner uses the formula / from the observer and an optional 
refinement 1 of the CPS state (if provided) to discriminate whether the monitored CPS has 
reached 0. To this aim, a formula is defined as 

c ≔ / ∧ 1 

that represents all the information about the CPS state D available to the reasoner, i.e. that 
D ∈ E(c). 

 

Figure 3. Reasoner flow chart given criticality0. 

To discriminate if the CPS is currently in a critical state the reasoner checks whether the formulae 
c ∧ 0 and c ∧ ¬0 are satisfiable using an SMT solver. Three cases are possible: 

i. The system is in a critical state, regardless unobservable values, or equivalently E(c) ∩
E(0)∁ = ∅. Similarly, this is equivalent to checking whether the formula 

c ∧ ¬0	is	unsatisjiable. (1) 

ii. The system is not in a critical state regardless unobservable values, or equivalently E(c) ∩
E(0) = ∅. This is equivalent to checking whether formula 

c ∧ 0	is	unsatisjiable. (2) 

iii. If both formulae in (1) and (2) are satisfiable, then E(c) ∩ E(0) ≠ ∅ and E(c)\E(0) ≠ ∅. 
In other words, it is not possible to establish from c whether the actual CPS state is critical, 
because this depends on some unobservable values not in c. 

The last case means that c does not contain enough information to discriminate the criticality of 
the CPS state. Since the observation / does not contain information about unobservables by 
definition, the only way to obtain a more precise result is to provide a more informative 
refinement1. 
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In practical cases it can be hard for a human operator to understand which piece of information is 
missing. To this aim, the reasoner is able to calculate a minimal condition, hereafter denoted by 2, 
that is sufficient to guarantee the non criticality of the current CPS state given c and 0, i.e. such 
that c ∧ 2 ∧ 0 is not satisfiable. Our monitoring solution shows 2 to a human operator, who can 
try to manually check the CPS in order to verify if 2 holds, or at least if some of the sub-formulae 
of2 hold. This way the operator may acquire some information and make educated assumptions 
on unobservable variables, and provide it back to the reasoner in the form of a more informative 
refinement. For this reason the reasoner acts as an assistant to the human operator, and the 
formula 2 is called assisted check. In practical cases, the operator must be able to handle the 
complexity of the assisted check, thus it is crucial that 2 is minimal. 

We use the notion of interpolant, provided by most SMT solvers, to compute the minimal assisted 
check 2. Given two mutually unsatisfiable formulae o and p, a Craig interpolant (denoted by 
�6q84rBs56q(o, p)) is a formula t such that 954(t) ⊆ 954(o) ∩ 954(p) and formulae o → t 
and t → ¬p are valid. In other words, the formula t is an explanation for the mutual 
unsatisfiability that uses only the variables that are common in o and p. 

Our framework also uses syntactic simplification of logical expressions that most SMT solvers 
provide. Hereafter D�Crs��u(o) denotes the computation of a possibly simpler expression 
equivalent to o. The analysis of the most effective simplification tactics goes beyond the aim of 
this work1 and does not compromise the soundness of our approach. 

Since formulae c ∧ ¬0 and c ∧ 0 are mutually unsatisfiable, the assisted check can be defined as 

2 ≔ �6q84rBs56q(D�Crs��u(c ∧ ¬0), D�Crs��u(c ∧ 0)) (3) 

Example. Assume that the example CPS of Section 2 reaches a state where the room temperatures 

are 15 ∘w and 23 ∘w, the desired temperatures are 21 ∘w and 17 ∘w, the main controller sends a 

Modbus write message to the PLC controlling the water heater to turn it off, and the outdoor 

thermometer is temporarily broken (i.e. � is unobservable). The observer collects such 

information from the network traffic and provides the reasoner with 

/ ≔ ¬
 ∧ �� = 15 ∧ �� = 21 ∧ �� = 23 ∧ �� = 17 (4) 

Assume no further refinement is provided, i.e. c = /. In this example, our framework can verify 

that both formulae c ∧ 0y and c ∧ ¬0y are satisfiable. Indeed, the current knowledge c does not 

contain enough information to tell if the CPS is in a critical state, because this depends on the 

actual value of the unobservable variables . and �. In this case, the framework computes the 

assisted check 

2 ≔ . ∨ � ≥ 21 

Indeed, in order to discriminate the criticality of the current state it is enough to check if the 

operator intentionally sent the command or if the outdoor temperature is greater than��, which is 

21. Notice that 2 is minimal, i.e. it only contains the unobservable variables. If the operator 

manually operated the system, he/she can provide the refinement 1 ≔ .. 

4.3 Predictiveness: Proximity from Critical Conditions 

In this section we define the notion of proximity from a critical condition 0. Given a set z, a 
function A: z × z → ℝ is called premetric if both A(|, u) ≥ 0 and A(|, |) = 0 for all |, u ∈ z. 
Given a set z, a premetric function A:z × z → ℝ is called a metric if for all |, u, } ∈ z: (i) 

                                                      
1 As a reference, our prototype uses Z3 [36] with the tactic (then simplify ctx-simplify 
ctx-solver-simplify). 
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A(|, u) = 0	iff	| = u, (ii) A(|, u) = A(u, |), (iii) A(|, u) ≤ A(|, }) + A(}, u). The pair (z, A) is 
called metric space. 

We use the following well known result. Let (z, A) be a metric space. The function ~: 2� ×
2� → ℝ defined as 

~(�, �) = inf�∈�, �∈�A(5, N) 
is a premetric. 

Provided any enumeration of the CPS variables 3, the set of states E can also be seen as a vector 
of ℝL, where 6 is the number of variables. Thus, any metric A on ℝL is a metric on E that induces 
a premetric ~ on 2E. In the following we use the premetric ~ to capture the notion of proximity 
from critical condition. 

Our framework requires to specify for each critical condition 0 an associated metric A. Recall 
that at runtime the formula c ≔ / ∧ 1 represents what the reasoner knowns about CPS variables. 
The proximity of the current CPS state from the critical condition 0 is defined as 

~(E(c), E(0)) 
hereafter denoted by ~(c, 0). 
Previous definition is parametric w.r.t. the chosen metric on the set of states E, and the actual 
choice function depends on the application. Table 2shows possible examples of metrics. For 
instances, the Hamming distance captures the number of variables that differs, while the 
Manhattan distance captures each variable variation, and this choice allows for a qualitative 
vs. quantitative proximity notion. 

Table 2. Example of metrics on E. 

 

A(D, q) = S|
`∈a

D(9) − q(9)| Manhattan	distance
(i. e. ��	metric	on	ℝL)

Ca(D, q) =
1
#=S

|D(9) − q(9)|
9��� − 9���`∈a

Normalised	Manhattan	distance
(dejined	if	9���, 9��� ∈ ℝ)

ℎa(D, q) = #{9 ∈ = ∣ D(9) ≠ q(9)} Hamming	distance
6ℎa(D, q) =

1
#= ⋅ #{9 ∈ = ∣ D(9) ≠ q(9)} Normalised	Hamming	distance

 

where D, q ∈ E, = ⊆ 3, 9��� = min(45678(9)), 9��� = max(45678(9)). 
 

When the current CPS state is critical, i.e. c ∧ ¬0 is unsatisfiable, proximity ~(c, 0) = 0. When 
the CPS is in a critical state, i.e. when c ∧ 0 is unsatisfiable, computing the proximity from the 
critical condition ~(c, 0) is an optimisation problem on linear constraints, since critical formulae 
c and 0 represent boolean combination of linear inequalities. Our framework uses SMT-based 
optimisation techniques, such as the one provided by the Z3 prover [36] and by OptiMathSat [37]. 
Figure 4shows the pseudo-algorithm to compute the proximity ~(c, 0) given the current 
knowledge of the system c and the criticality expressed by the formula 0.  
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function Proximity(c, 0) 
    (S, T) ← two distinct sets of fresh symbols for variables 
    distance ← new real symbol 
    solver ← new SMT-Optimizing-Solver 
    solver.assert c[3 ↦ S] ∧ 0[3 ↦ T] 
    solver.assert distance = metric(S, T) 
    solver.goal ← minimize(distance) 
    model ← solver.check-sat() 
if model not foundthen 
return Error: either c or 0 is unsatisfiable 
else 
returnmodel.getvalue(distance) 

Figure 4. Proximity pseudo-algorithm. 

When the reasoner is not able to discriminate that the CPS is not in a critical condition, i.e. when 
both c ∧ 0 and c ∧ ¬0 are satisfiable, it is necessary to compute a notion of proximity range 
from the critical condition 0 that handles the missing information about unobservable variables, 
defined as the pair (~���, ~���) where 

~��� = inf�∈E(�)\E(�)~({D}, 0) = inf�⊨�∧¬�
!⊨�

A(D, q)

~��� = sup
�∈E(�)\E(�)

~({D}, 0) = sup
�⊨�∧¬�

inf !⊨� A(D, q)
 

Computing ~��� corresponds to the same optimisation problem on linear constraints as before, 
while computing ~��� requires to iteratively search the maximum results of the same 
optimization problem, increasing the distance until no result if found. Figure 5shows the pseudo-
algorithm to compute the proximity range (~���, ~���). 

functionProximityRange(c, 0) 
    (S, T) ← two distinct sets of fresh symbols for variables 
    distance ← new real symbol 
    solver ← new SMT-Optimizing-Solver 
    solver.assert c[3 ↦ S] ∧ ¬0[3 ↦ S] 
    solver.assert 0[3 ↦ T] 
    solver.assert distance = metric(S, T) 
    solver.goal ← minimize(distance) 
    model ← solver.check-sat() 
if model not found then 
return Error: either c ∧ ¬0 or 0 are unsatisfiable 
else 
mindistance← model.getvalue(distance) 
repeat 
maxdistance← model.getvalue(distance) 
for9 ∈ 3do 
solver.assert T(9) ≠ model.getvalue(T(9)) 
solver.assertdistance > maxdistance 
model ← solver.check-sat() 
until model is not found 
return (mindistance, maxdistance) 

Figure 5. Proximity range pseudo-algorithm. 

Example. Assume c is defined as (4) in the previous example. Recall that both c ∧ 0y and 

c ∧ ¬0y are satisfiable. Using the Hamming distance ℎ3 on the seven variables �� , ��, �, 
, and 

., the value of the proximity and the proximity range from 0y are 
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~(c, 0y) = 0 ~¡�L = 1
7 ~¡�� = 2

7 

The fact that the proximity ~(c, 0y) = 0 is correct, since the current CPS state could be critical 

depending on the actual value of the unobservable variables . and �. For this reason, the 

reasoner computes the proximity range instead of the proximity. Proximity range gives 

pessimistic and optimistic estimation of the proximity, under the assumption that the current state 

is not critical: values 1/7 and 2/7 correctly indicates that the number of variables (out of seven) 

required to change before reaching 0y is 1 or 2 respectively. 

 

5. EXPERIMENTAL RESULTS 
 
This section briefly shows how our first prototype is implemented and the first experimental 
results that prove the feasibility of the approach. 
 
We set up a Docker-based [38] simulation of the CPS example described in Section 2, and 
specifically the Process Control Network and the Modbus traffic between the main controller and 
the PLCs, with the following main containers: 
 
• plcsim: our python application simulating the PLCs and the physical process. The Modbus 

interface is implemented using the pymodbus Python library [39]. Physics is simulated 
using the Newton’s Law of Cooling, often used in literature (e.g. [40]). 
 

• nodered: the HMI, the human manual operations, and the automatic operation logic of 
Table 1, and the attackers command are implemented using Node-RED [41], a flow-based 
programming tool that supports the Modbus protocol. This way licit and illicit Modbus 
commands are identical w.r.t their packet signature. 

 
• monitor: our Python prototype of the proposed monitoring framework, which detects 

critical conditions and computes the proximity and proximity range from them using the 
SMT open source Z3 prover [36]. 

 
• influxdb [42] and grafana [31]: a time series database and a data visualisation software that 

provide the graphical user interface. Figure 6 shows a screenshot. 

In this way the environment is able to simulate the main components depicted in Figure 1and the 
Process Control Network that exhibits a real Modbus network traffic that is possible to capture 
and analyse. For instance, the observer component collects the value of variable �� by monitoring 
the Modbus with destination IP of PLC1, port 502, and inspects such traffic to extract from the 
payload the value of input register (the Modbus term indicating a read-only integer register) 
corresponding to ��. The observer sends the value to the reasoner via the local MQTT server on 
the sensor/T1 topic. 
 
The observer uses open source tools to monitor the network and system logs, according to 
variable specification. In particular, the Modbus network traffic is analysed through tshark, the 
command line tool of Wireshark [10], to extract the values of interest through its basic deep 
packet inspection functionalities. The observer and the reasoner are two distinct pieces of 
software that communicate through the MQTT sub/pub protocol [43] (QoS 1). 
 
The reasoner component is a Python application that implements Figure 3. It iteratively gathers 
the observed values from the observer and, for each critical condition in the criticality 
specification, it uses the open source SMT Z3 solver [36] with the Python API to evaluates the 
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criticality of the CPS state, to compute the minimal assisted check 
proximity and proximity range from the critical condition as 
 

Figure 6. Screenshot of the graphical interface of the monitoring prototype.

Figure 6 shows our first implementation of the graphical user interface to provide security 
operators with the real-time results of our framework, given a certain critical condition 
first block, in tabular form, shows different moments of the recen
shows the time of the computation of the reasoner. The third column contain the value “critical”, 
“non critical”, or “unknown” representing the three cases described in Section
chart in Figure 3. The forth column is empty in case of “critical” and “non critical”, and contains 
the minimal assisted check 2 
refinement 1, if provided. 
 
The rest of the graphical dashboard shows the proximity range
real-time values of ~��� and ~���
see that the values are constantly decreasing, thus the system is getting closer to the critical 
condition. In the leftmost part of the chart 
state of the monitored CPS is distant from 
low impact. The central part of the chart shows that 
means that unobservable variables have a bigger role on the actual proximity of the CPS from the 
critical condition. This is the case when a refinement from the human operator can really improve 
the results of the reasoner. The rightmost part of the chart shows that the system is close to the 
criticality, because both ~��� and 
 
The whole prototype works on an Intel Core i7 laptop with 8 GB or RAM, and it is capable of 
discriminating the criticality and compute proximity ranges at real
of about 500 milliseconds, which seems enough for a security monitorin
performance tests and a characterisation of the attacks and critical conditions are subject of 
further investigation, first results seem to validate the overall feasibility of the approach.
 

                                                     
2 Values shown here are only for example purposes and for a better graphical explanation.
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criticality of the CPS state, to compute the minimal assisted check defined in (3), and to compute 
proximity and proximity range from the critical condition as Figure 4 and Figure 5. 

. Screenshot of the graphical interface of the monitoring prototype. 

shows our first implementation of the graphical user interface to provide security 
time results of our framework, given a certain critical condition 

first block, in tabular form, shows different moments of the recent history. The first column 
shows the time of the computation of the reasoner. The third column contain the value “critical”, 
“non critical”, or “unknown” representing the three cases described in Section 4.2 and in the fl

The forth column is empty in case of “critical” and “non critical”, and contains 
 described in Section 4.2. The fifth column contains the user 

The rest of the graphical dashboard shows the proximity range2. The two gauges represent the 

���. The chart shows the timeseries of ~��� and ~���
see that the values are constantly decreasing, thus the system is getting closer to the critical 
condition. In the leftmost part of the chart ~��� and ~��� are both close to 1, hence the current 
state of the monitored CPS is distant from the critical states and unobservable variables have a 
low impact. The central part of the chart shows that ~��� and ~��� greatly differ each other: this 
means that unobservable variables have a bigger role on the actual proximity of the CPS from the 

ical condition. This is the case when a refinement from the human operator can really improve 
the results of the reasoner. The rightmost part of the chart shows that the system is close to the 

and ~��� are close to 0. 

whole prototype works on an Intel Core i7 laptop with 8 GB or RAM, and it is capable of 
discriminating the criticality and compute proximity ranges at real-time with an update frequency 
of about 500 milliseconds, which seems enough for a security monitoring solution. While better 
performance tests and a characterisation of the attacks and critical conditions are subject of 
further investigation, first results seem to validate the overall feasibility of the approach.

              

Values shown here are only for example purposes and for a better graphical explanation.
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shows our first implementation of the graphical user interface to provide security 
time results of our framework, given a certain critical condition 0. The 

t history. The first column 
shows the time of the computation of the reasoner. The third column contain the value “critical”, 

and in the flow 
The forth column is empty in case of “critical” and “non critical”, and contains 

. The fifth column contains the user 

. The two gauges represent the 

���. It is easy to 
see that the values are constantly decreasing, thus the system is getting closer to the critical 

are both close to 1, hence the current 
the critical states and unobservable variables have a 

greatly differ each other: this 
means that unobservable variables have a bigger role on the actual proximity of the CPS from the 

ical condition. This is the case when a refinement from the human operator can really improve 
the results of the reasoner. The rightmost part of the chart shows that the system is close to the 

whole prototype works on an Intel Core i7 laptop with 8 GB or RAM, and it is capable of 
time with an update frequency 

g solution. While better 
performance tests and a characterisation of the attacks and critical conditions are subject of 
further investigation, first results seem to validate the overall feasibility of the approach. 

Values shown here are only for example purposes and for a better graphical explanation. 
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6. FINAL REMARKS 
 
This work presents a specification-based predictive cyber security monitoring framework for 
cyber physical systems and improves [5]. It enables specifying known critical conditions, through 
an easy but expressive formal language, that can be detected at run-time. It defines a notion of 
proximity of the CPS current state from the specified critical states: checking how the proximity 
changes in time enables security operators to predict whether the system is evolving towards 
critical states and how close it is from them. 
 
The novelty of present work is to handle both observable and unobservable aspects of the CPS. 
This enables a security operator to express a model of criticality that is more complete and 
suitable for real cases. The monitor is able to continuously gather the value of all the observable 
variables from the analysis of the network traffic analysis and system logs, and to build a 
representation of this knowledge that correctly approximates the actual state of the system. 
 
Unobservable variables complicate the criticality detection. When the monitor cannot 
discriminate if the CPS is in a critical state, a human operator can provide additional knowledge 
about unobservable variables as a refinement. However, this can be hard in real cases due to the 
complexity of the CPS and the large number of variables. To this aim, the framework is capable 
of computing the minimal piece of information that is required to discriminate the criticality of 
the CPS state, and provide such information as a guide to the operator. 
 
Unobservable variables also complicate computing the proximity from critical states. However, 
the framework is able to compute a min/max range of the distance from critical states. Our 
working prototype also presents a graphical interface showing the history of the proximity range, 
providing an overview of the evolution of the system w.r.t. the specified critical conditions. 
 
This work uses SMT techniques to assess the criticality of the CPS current state and to compute 
the minimal assisted checks. It also uses SMT-based optimisation techniques to compute 
proximity ranges from critical states. Preliminary results proves an expressive specification 
language and an efficient reasoning engine. While first results seem feasible an promising, precise 
experiments will be the subject of further investigation to assess the limits of our approach. 
 
Another aspect to further improve is the characterization of cyber metrics and aggregate functions 
that can be leverage in the monitoring framework. In particularly, security monitoring common in 
the DevOps sector provide a plethora of metrics and functions that can be integrated in our 
framework. The framework only permits to specify linear constraints and distances computable 
through linear optimisation problems. Another subject to further investigate are recent works 
about satisfiability modulo linear and non-linear theories over reals [44]–[48]. 
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