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ABSTRACT 

 

Hybrid main memory comprising of DRAM and PRAM becomes quite popular because of the 

less standby power benefit of PRAM and high performance of DRAM. In this work, the 

runtime-adaptive control and DRAM bypassing methods are introduced in order to minimize 

DRAM refresh energy that occupies a considerable portion of total system power. The work is 

carried out by using Xilinx 12.1 simulation tool and the experimental result proves that in the 
proposed work power consumption is greatly reduced i.e., only requires 3 %, with less area 

overhead while maintaining the speed parameter by comparing with the conventional method . 
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1. INTRODUCTION 
 
Currently, Very Large Scale Integration (VLSI) circuits are miniature in size to promote device 

functionalities and performance parameters. DRAM becomes a performance impediment in 

many systems due to the pin count, speed and pin bandwidth are risen extremely slowly. DRAM 
is one of the highest power consumers in modern computing systems. So that, power budget of 

DRAM is quite similar to or sometimes, even surpasses the power budget of CPU. It is proven 

that DRAM in a commercial system uses 25–45% of total system power. With this scenario, 
energy efficient DRAM has become a crucial design constraint for the system design. 

 

Even DRAM performance emerges as a critical issue in the modern server systems because of 

the universal utilization of data-centric applications. Since DRAM bandwidth is not scalable and 
considered as a limited resource, huge contention exists in DRAM that debases total system 

performance significantly. To enhance DRAM performance and to lower dynamic-energy 

consumption, the row-level access locality should be enhanced and the count of row activations 
should be decreased. The row activations are considerably reduced by performing more read 

and write operations for each activated row. More row activations result in higher wastage of 

energy.  
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This paper analyzes DRAM activities and implements cache line write-backs and fill methods 
together with the hybrid DRAM/PRAM memory .In the proposed hybrid main memory, PRAM 

operates as a background main memory due to its low stand-by power benefit and DRAM 

serves as a cache owing to its low latency and lower power consumption during read and write 
operations. This hybrid main memory system takes advantage of both memories while reducing 

the negative aspect of limitations in both of them. 

 

2. LITERATURE SURVEY 
 
A brief survey of various techniques involved in data compression is presented for main 

memory and cache memory [1]. A set- and-way management approach is proposed in [2] for a 

runtime-reconfiguration of a cache’s size and associativety. Deterministic nap technique and 
early miss detection approach are proposed in [3] in order to diminish static as well as dynamic 

power. “Latency-Programmable System Emulation Memory” is implemented in [4] that permits 

read-and/or-write latency scale-up capability. Direct data access can be achieved in eDRAM 

cache by proposing tag-comparison in memory that enhanced energy efficiency [5]. The 
“eXplicitMulti-Threading (XMT)” paradigm is designed for a Parallel Random Access Model 

on-chip processor [6].PRAM-On-Chip Phase Change Memory (PCM) provides higher capacity 

than DRAM and evolves for a greater capacity memory [7,8, 9, 10]. Gen2 Hybrid Memory 
Cube is characterized from data-centric demands. HMC offers considerable accessing 

bandwidth while requiring less power [11, 12]. Novel write algorithms for PCM are discussed 

detail in [13].  Retention-aware placement method is employed in DRAM to lessen refresh 

power [14]. In [15], statistical populations’ method is proposed for DRAM cache and also 
inherent error-control technique is utilized to minimize refresh rate. Different techniques are 

discussed for utilizing memory controller in order to enhance energy efficiency of DRAM and 

also to manage power in DRAM [16]. Another multi-partition based memory controller BIBIM 
is designed that combines DRAM and PRAM [17]. Memory access scheduling technique is 

introduced in [18] that reorder memory references to improve the energy efficiency. An 

effective Collective write-back and fill method is employed for DRAM cache in order to 
enhance the data throughput [19]. 

 

3. EXISTING SYSTEM 
 

Collective Write-back-cum-Fill method [19] consists of the following two approaches: write-
back strategy and fill strategy. It is executed by the feedback exists between Dynamic-Write-

back-Unit (DWU) and Adaptive DRAM Placement (ADP) entities. The write-back strategy is 

carried out by DWU. When L3cache replacement occurs, checking is done on the victim line to 
find if it is dirty. If there is no any modified bit, the victim line is evacuated from L3cache 

without writing back to the DRAM cache. If the victim line is dirty, DWU will decide if write-

back is to be done on DRAM cache. The line is added to the DRAM cache if affirmative 

decision is taken. Or else, DRAM cache hit/miss will be verified. The line should be introduced 
into DRAM cache with the condition that is a hit in order to maintain regularity. If not, the line 

is infused into main memory. Fill strategy is carried out by ADP entity which decides whether 

to add fill requests to DRAM cache. 
 

The CWFP method requires two vital units: Integrated Set Monitors (ISM) and Lose-to-Gain 

Dispatcher (LGD). Based on the investigation of DRAM cache accessing management, the 
module ISM determines which activity to be performed on DRAM cache i.e., write-back or fill 

operation .An another appropriate entity called, Miss-Status Handling Register (MSHR) 

includes W and F bits to decide for write-back and fill cache operations respectively. This 

system offers LGD over ISM in the aim to avert needless write-back access to DRAM cache 
and it also aids to rectify the feasible wrong perception of ISM. Remarkably, LGD supports the 
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ISM’s decision making capability and in the way DRAM interference got reduced. Moreover it 
evaluates the accuracy of write-back access based on per-core criteria and it curtails the cache 

resources allotment to useless write-backs.  

 
 Though existing CWFP scheme reduced DRAM interference, inter-core contention and 

achieved greater speedup, it still suffered with higher power consumption of DRAM. The 

major amount of total power available in the system is consumed by this unit. 

 The following section describes the proposed hybrid DRAM/PRAM scheme to address the 
above challenge. 

 

4. PROPSED SYSTEM 
 

4.1. PRAM Overview 
 

DRAM has been adopted for the main memory in computer systems for several years. Many 
non-volatile memories like Phase change RAM (PRAM), Magnetic RAM (MRAM) and 

Ferroelectric RAM (FRAM )  are  developed for future  generation  technologies. In these non-

volatile memories (NVM), PRAM becomes popular entity for main memory due to its 
advantageous properties of low power requirement and high density. A PRAM cell is made up 

of phase change material for bit representation. PRAM density is very much larger than DRAM 

(expected to be about four times). Moreover, unvarying property of phase material after power-

off, it exhibits petty leakage energy irrespective of memory size.  
 

4.2. Implementation 
 
In this effective hybrid DRAM/PRAM method, DRAM plays as a last-level cache and operates 

as the working memory while PRAM performs as a massive background main memory. Figure 

1 shows the architecture of this hybrid memory, where the memory controller manages the tag 
structure in DRAM and the counter governs each row in DRAM.  By decaying the DRAM 

contents, power management can be achieved. If the data are clean, they are expelled from 

DRAM. For the modified data, they should be written back to PRAM before eviction. When the 
new data are written to DRAM which has been read from PRAM, global time-out value is set to 

the counter. The counter value is decreased by one periodically. It is again set to the time-out 

value after row access takes place. When the counter reaches zero, the row will be expelled. 

That removed row does not need refresh which leads to attain considerable energy saving. The 
following two methods are utilized to manage the power in the proposed scheme. 
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Figure 1. Hybrid DRAM/PRAM Memory Scheme 

 

4.2.1. Runtime-Adaptive Control of Time-Out Value 

 
This method is performed that reduces the total energy while satisfying system performance 

constraints. When time-out value increases, many rows in DRAM would be live and needs 

refreshes and so DRAM energy rises.  But PRAM energy decreases and PRAM accesses are 

less because much data are accessed by DRAM with a huge hit rate. There is a best time-out 
value (BTO) that provides less total energy of the hybrid scheme by averting DRAM refreshes. 

The BTO value changes because of the dynamically varying manner in memory access. 

 
 

4.2.2. Bypassing DRAM 

 

DRAM bypassing is performed to the first read operation that fetches a miss in DRAM cache. 
When in the second access to the corresponding row in DRAM within the time-out value, the 

data in row are replicated to DRAM from PRAM and that row begins to be refreshed to perform 

further accesses. This method screens out memory accesses that have poor spatial locality and to 
enhance the DRAM refresh energy efficiency. 

 

5. RESULTS AND DISCUSSION 
 

The proposed system is implemented in Xilinx 12.1 tool and written in VHDL (Very large scale 
integration Hardware Description Language) coding to perform evaluation for both existing 

cache write-back and fill method with proposed runtime-adaptive hybrid DRAM/PRAM 

schemes. 
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5.1. Performance Parameters of Existing System 
 

5.1.1. Area Consumption 

 
The area requirements of slice registers, LUT, LUT –flip-flop pairs, bonded IOB buffers are 41, 

44, 40, 18,1 respectively as shown in figure 2. 

 

 
 

Figure 2. Area consumption of Existing System 

 

5.1.2. Speed Evaluation 
 

The output shows the minimum required time and maximum frequency are 1.425ns and 

701.991MHz respectively. The minimum input arrival time before clock, maximum output 
required time after clock, maximum combinational path delay are 0.929ns, 0.567ns, 0.289ns 

respectively. It is shown in figure 3. 
 
 

 
 

Figure 3. Speed Evaluation of Existing System 
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5.1.3. Power Consumption 
 

The existing system which involves the collective write-back and fill method, requires 7.6% of 

total power available. It is computed from figure 4. 
 

 
 

Figure 4.Power Consumption of Existing System 

 

5.2. Performance Measurement of Proposed System 
 

5.2.1. Area Consumption 

 

The area requirements of slice registers, LUT, LUT –flip-flop pairs, bonded IOB buffers are 
39,44,39,7,1 respectively as shown in figure 5. Thus the area consumption is reduced from the 

existing system. 

 

 
 

Figure 5. Area consumption of Proposed System 
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5.2.2. Speed Evaluation 
 

The output shows the minimum required time and maximum frequency are 1.425ns and 

701.991MHz respectively. The minimum input arrival time before clock, maximum output 
required time after clock are 0.920ns, 0.562ns respectively. It is shown in figure 6. The output 

of speed measurement is as same as the conventional method and this has to be enhanced in the 

future work. The delay is slightly better than the existing method. 

 

 
 

Figure 6. Speed Evaluation of Proposed System 

 

5.2.3. Power Consumption 

 
The proposed run-time adaptive hybrid DRAM/PRAM memory with cache write-back and fill 

method requires only 3% of total power which is greatly diminished while comparing with the 

conventional method. It is calculated from figure 7. 

 

 
 

Figure 7. Power consumption of Proposed System 
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5.3. Simulation Waveforms 
 

5.3.1. Existing System 

 
The simulated result of DRAM cache with collective write-back and fill method is shown in 

below figure 8. 

 

 
 

Figure 8. The Simulated Result of Existing System 

 

5.3.2. Proposed System 
 

The simulated result of hybrid DRAM/PRAM memory with cache collective write-back and fill 

method is shown in below figure 9. 
 

 
 

Figure 9. The Simulated Result of Proposed System 
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5.4. Performance Comparison 
 

Table 1 Comparison Analysis 

 

S. No Approaches  Area Power Latency 

1 Latency-

Programmable  

System Emulation 

 Memory [4] 

NA NA 120 ns 

2 PRAM-On-Chip  

Processor [6] 

NA NA 193 ms 

 

3 Hybrid Memory  

Cube[11] 

NA 11w 68 ns 

4 3D Stacked  

Memories [12] 

NA 105 w 24 µs  

 
 

5 BIBIM [17] NA  NA 0.13 µs 

6 CWFP [19] SR       -  41 

LUT     -  44 

LUT-FF-  40 

IOB       -  18 

Buffer   -   1 

71 mw 0.929 ns 

7 Proposed Run-time  

Adaptive Hybrid 

DRAM/PRAM 

memory 

SR          - 39 

LUT        - 44 

LUT-FF  - 39 

IOB          - 7 

Buffer      - 1 

21 mw 0.920 ns 

 
Table 1 shows the comparison of area, power and latency parameters for various methodologies 

with the proposed approach. It is evident that the proposed methodology outperforms all other 

mentioned approaches in terms of the stated performance metrics. 
 
 

6. CONCLUSION AND SCOPE OF FUTURE WORK 
 

6.1. Conclusion 
 

Thus, the system focuses on the new approach to reconfigure optimizing Hybrid DRAM/PRAM 

performance and energy consumption. Under this technique, dirty cache lines which are not 
been accessed recently have been written to DRAM while the respective row is activated by a 

read operation. This permits both read and write operations to target the particular one. The 

proposed hybrid memory offers lower standby power as well as higher performance for the 

server systems. In the proposed work power consumption isgreatly reduced i.e., only requires 
3%, and it results with less area overhead while maintaining the speed parameter by comparing 

with the conventional method. 

 

6.2. Future Scope 
 

Future work should be done to verify the suitability of using the scheme proposed in this 
approach qualitatively and quantitatively on multi-core systems. Thus, the proposed scheme 

would need to be qualitatively and quantitatively evaluated, analyzed and improved in more 

detail to be efficiently working in multi, or even many-core systems. 
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