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ABSTRACT 
 

Random numbers play a significant role while implementing the crypto architectures on 

reconfigurable hardware. Chaotic attractors are reliable sources of deterministic random 

number generation due to their large keyspace capability. Chaos exhibits random perturbations 

in floating-point units which is a challenge while replicating the system of equations on 

hardware. The conversion of floating-point numbers to binary representation will take many 

quantization possibilities which certainly affect the randomness and sensitivity to initial 

conditions. This work aims to implement the chaotic Rössler attractor based Pseudo Random 
Number Generation (PRNG) on FPGA through simulation and real time experimentation. This 

attractor has been realized on Altera Cyclone II EP2C20F484C7 FPGA using hardware 

primitives. It required 201 LUTs with a power dissipation of 78.48 mW and time duration of 4 

µS to generate 32,768 random bits. The randomness of this attractor was evaluated through 

entropy, correlation, bit distribution and NIST SP 800 – 22 analyses. 
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1. INTRODUCTION 
 

Advancements in networking have revolutionized the communication in a commendable manner. 
Considering the huge amount of data being shared over the internet, it is necessary to preserve the 

various facets of information security. Cryptographic algorithms have a significant role in 

enhancing the confidentiality of data by all means [1]. In cryptography, key generation occupies a 
primary role for both the symmetric as well as asymmetric approaches. Random keys play a 

decisive role in improving the quality of cipher generated. Generally, keys are generated through 

Random Number Generators (RNGs) which are classified into two categories namely Pseudo 

Random Number Generator (PRNG) and True Random Number Generator (TRNG) [2]. 
Noticeably, PRNGs have been utilized widely in data encryption because of their high level of 

randomness. They employ mathematical equations or fixed architecture driven by a unique 

applicable initial condition and/or seed value [3]. Recently, hardware accelerated PRNG 
implementations are in greater demand due to the high speed requirements. Especially, Field 

Programmable Gate Array (FPGA) based PRNG algorithms have attained a substantial 

requirement due to their unique characteristics such as reconfigurability, algorithm agility, 
concurrency, faster time to market, easy prototyping and other on – chip / off – chip capabilities 

[4]. 
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Some of the PRNG techniques are based on Linear Congruential Generator (LCG) [5], Quadratic 
Congruential Generator (QCG) [6], Linear Feedback Shift Register (LFSR) [7], Cellular 

Automata (CA) [8], etc. The utilization of the concept of chaos in information security brings 

enormous advantages because of its inherent properties such as sensitivity to initial condition and 

large perturbations [9]. Chaos can be exploited either in continuous or in discrete forms. Chaotic 
maps comprise 1D discrete equation(s) which are driven by suitable initial conditions and seed to 

generate random numbers. 
 

In various works, logistic map [10], Tent map [11], Henon map [12], Bernoulli map [13] have 
been the frequently used 1D chaotic systems for random number generation. Despite the yield of 

good randomness from the chaotic maps, their keyspace is limited which make them vulnerable 

to brute force attacks. To enhance the keyspace along with randomness, chaotic attractors are 
suggested. Chaotic attractors are multi – dimensional continuous chaotic systems which consist of 

more number of control parameters. Lorenz, Lu, Chen and Rössler attractors have been identified 

as good random number generators due to their versatility while implementing their architecture 
on FPGA. 
 

Zidan et al. proposed a PRNG based on Lorenz and Chen chaotic attractors which were 

implemented on Xilinx Virtex 4 FPGA. This implementation has been verified through lyapunov 
exponent and autocorrelation confidence region. This work required 658 slices of configurable 

logic blocks and 97 flip-flops to accommodate the design at an operating frequency of 13.17 MHz 

[14]. Azzaz et al. implemented the Lorenz attractor on Xilinx Virtex II FPGA using Runge – 

Kutta 4th order approach which utilizes 1926 slices yielding 124 Mbps as throughput for the 
operating frequency of 15.5 MHz [15]. Further, Schmitz and Zhang designed a continuous 

chaotic system through Rössler attractor using VHDL on Xilinx ZYNQ 7000 series FPGA. This 

implementation consumed 433 slices and 96 registers. In addition, this design utilized 12 DSP 
blocks to achieve 2850 Mbps of throughput [16]. Zhang has suggested yet another 

implementation of Lorenz attractor on Xilinx Spartan 3E and ZYNQ 7020 FPGAs which required 

1029 and 338 slices respectively. It also required 8 DSP blocks with 0.153 mW of power 

dissipation for the 32-bit implementation of attractor [17]. Rezk et al. enhanced the Lorenz and 
Lu attractor’s implementation using hardwired shifting and multiplexing schemes. This PRNG 

was designed using VHDL and implemented on Xilinx XC5VLX50T FPGA whose randomness 

was evaluated through NIST SP 800 – 22 batteries of tests. This design operated at a frequency of 
78MHz and consumed 100 slices and 96 flip-flops to generate pseudo random numbers [18]. 
 

In general, the transformation of differential equations into time domain representation has been 

performed through three different approaches namely Euler’s method, Mid – point method and 
Runge – Kutta 4th order approach. The above-mentioned implementations have utilized all the 

three approaches where Euler’s method has significant advantage in terms of area and throughput. 

With this inference, the proposed work focuses on the implementation of Rössler attractor on 
Cyclone II FPGA using Verilog HDL with Euler’s method. The significant advantages of the 

proposed work are: 
 

 Lightweight continuous chaotic system 

 NIST SP 800 – 22 verified random source 

 Moderate throughput with 50 MHz operating clock frequency 
 

2. PRELIMINARIES 
 

In this work, the architecture of chaotic Rössler attractor for designing PRNG on FPGA is 
proposed. The chaotic attractors are discrete dynamical systems which have attributes namely 

more sensitivity to initial conditions, deterministic, ergodicity, stochasticity and periodicity. The 
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randomness of chaotic system has been tested through bifurcation and Lyapunov exponent 
analysis. The Rössler attractor is known for its simplicity and more chaotic span. It is a system 

comprising three non-linear ordinary differential equations defined by Otto Rössler [19]. These 

differential equations define a continuous-time dynamical system that exhibit chaotic dynamics. 

The set of three dimensional equations of Rössler attractor are given in equations (1 – 3): 
 

dx
y z

dt
            (1) 

dy
x ay

dt
           (2) 

( )
dz

b z x c
dt

      (3) 

 

Where a, b and c are the control parameters and x0, y0 and z0 are the initial conditions which 

trigger the process of generation of time series. Table 1 presents the control parameters chosen 

and assumed initial conditions of Rössler attractor whereas Fig.1 (a – c) depict the responses of 
complex behavior in x, y and z directions. 
 

Table 1. Control parameters and initial conditions. 

 

Parameters Case -1 Case - 2 Case - 3 

a 0.2 0.2 0.15 

b 0.1 0.2 0.20 

c 14 5.7 5.7 

x0 1 1 0.1 

y0 1 1 5.0000000001 

z0 0 0 25 

 

 
(a)                          (b)                         (c) 

 

Figure 1. Complex behavior of Rössler attractor: (a) X - Y plane (b) Y - Z plane and (c) Z - X plane [19]. 

 

3. PROPOSED METHODOLOGY 
 

In this proposed work, the Rössler attractor has been designed with the combination of multiplier, 

adder and subtractor whose architectural representation is shown in Fig. 2. The following steps 

were carried out to generate random numbers by implementing the attractor design on FPGA. 
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Figure 2. Block diagram of the proposed work. 
 

Step I:   Convert the control parameters and initial conditions of Rössler attractor from floating  

          point to binary values using IEEE 754 single precision conversion.  

Step II:  From the observation of Fig. 2, design requires two subtractors, adders and 
multipliers. Design the primitive components using Quartus II 13.0 mega functions. 

Step III:  Develop the Finite State Machine (FSM) using HDL to control and drive the operation  

           of X, Y and Z planes. Also, generate the necessary control signals for memory and end 
of operation. 

Step IV:  Create the first state of FSM to perform the required mathematical operations of  

          attractor and make the second state to feedback the results to the attractor variables to \ 
generate the random numbers continuously.  

Step V:  Store the random values in Block Random Access Memory (BRAM) of FPGA for   

further analysis. 
 

Rössler attractor has been designed using Verilog HDL and the functionality was verified through 
Modelsim 6.0 platform as shown in Fig. 3. Quartus II 13.0 EDA tool was used for implementing 

the design on FPGA after creating the equivalent Register Transfer Level (RTL) schematic where 

the architecture has been represented in terms of logic gates and registers as portrayed in Fig. 4. 
Figure 5 (a – c) show the BRAM screen shots of ten 32 – bit random numbers generated by the 

FPGA through Rössler attractor with the parameters of case – 3. 
 

 
 

Figure 3. Simulation result of Rössler attractor. 
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Figure 4. RTL diagram of Rössler attractor. 

 

 
 

Figure 5. BRAM shots of Rössler attractor for Case-3 (a) X – Plane (b) Y – Plane and (c) Z – Plane. 

 

4. RESULTS AND DISCUSSION 
 

Statistical properties of the proposed PRNG were verified through NIST SP 800 – 22 batteries of 

test with three different sets of control parameters. In addition, entropy, correlation and bit 

distribution analyses were carried out to verify the randomness. 
 

4.1. NIST SP 800 – 22 Batteries of Test 
 

It is a statistical package consisting of many tests that have been developed to test the randomness 

of the binary sequences produced by random number generators [20]. Some tests are divided into 
many subtests. NIST tests were performed with 1,00,000 of random bits for all the three cases of 

control parameters with the following constraints. 
 

Block frequency Test – Block length (M) = 128 
Non-overlapping Template – Block length (m) = 9 

Overlapping Template – Block length (m) = 9 

Approximate Entropy Test – Block length (m) = 8 
Serial Test – Block length (m) = 10 

Linear Complexity Test – Block length (M) = 500 
 

Table 2, 3 and 4 present the results for NIST SP 800 – 22 tests for Case 1, 2 and 3 of control 
parameters wherein case – 3 yields better results because of its sensitivity and stochasticity. 
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Table 2. NIST Results of random numbers generated using Case -1 control parameters. 

 

Tests 

Case – 1 (a = 0.2, b =0.1, c = 14, x0 = 1, y0 =1 & z0 = 0) 

X Status Y Status Z 
Status 

Frequency 0.00000 Failed 0.21330 Passed 0.21330 
Passed 

Block Frequency 0.21330 Passed 0.35048 Passed 0.35048 
Passed 

Cumulative Sums – I 0.00000 Failed 0.74991 Passed 0.74981 
Passed 

Cumulative sums – II 0.00000 Failed 0.21330 Passed 0.213330 
Passed 

Runs 0.00000 Failed 0.12232 Passed 0.12232 
Passed 

Longest Runs 0.00232 Failed 0.73991 Passed 0.73991 
Passed 

Rank 0.01430 Passed 0.53414 Passed 0.53414 
Passed 

FFT 0.35048 Passed 0.78591 Passed 0.73991 
Passed 

Non Overlapping Template 0.00001 Failed 0.92341 Passed 0.91141 
Passed 

Overlapping Template 0.00887 Passed 0.03517 Passed 0.00004 
Failed 

Approximate Entropy 0.35048 Passed 0.73991 Passed 0.73991 
Passed 

Serial - I 0.00138 Failed 0.00001 Failed 0.73991 
Passed 

Serial - II 0.21330 Passed 0.00018 Failed 0.35048 
Passed 

Linear Complexity 0.73991 Passed 0.35048 Passed 0.35048 
Passed 

 

Table 3. NIST Results of random numbers generated using Case -2 control parameters 
 

Tests 

Case –2 (a = 0.2, b = 0.2, c = 5.7, x0 = 1, y0 =1 & z0 = 0) 

X Status Y Status Z 
Status 

Frequency 0.00000 Failed 0.00000 Failed 0.00000 
Failed 

Block Frequency 0.02365 Passed 0.21330 Passed 0.91141 
Passed 

Cumulative Sums – I 0.00000 Failed 0.00000 Failed 0.00000 
Failed 

Cumulative Sums – II 0.00000 Failed 0.00000 Failed 0.00000 
Failed 

Runs 0.00000 Failed 0.00000 Failed 0.00887 
Passed 

Longest Runs 0.06688 Passed 0.00000 Failed 0.00000 
Failed 

Rank 0.00000 Failed 0.00000 Failed 0.00000 
Failed 



Computer Science & Information Technology (CS & IT)                                     65 

FFT 0.00000 Failed 0.00000 Failed 0.00887 
Passed 

Non Overlapping 

Template 
0.00000 Failed 0.00000 Failed 0.91141 

Passed 

Overlapping 

Template 
0.35048 Passed 0.91141 Passed 0.02431 

Passed 

Approximate Entropy 0.00000 Failed 0.00000 Failed 0.00000 
Failed 

Serial - I 0.00000 Failed 0.00000 Failed 0.00000 
Failed 

Serial - II 0.00001 Failed 0.06688 Passed 0.00887 
Passed 

Linear Complexity 0.21330 Passed 0.03517 Passed 0.73991 
Passed 

 

Table 4. NIST Results of random numbers generated using Case -3 control parameters. 

 

Tests 

Case –3 (a = 0.15, b =0.20, c = 5.7, x0 = 0.1, y0 =5.0000000001 & z0 = 

25) 

X Status Y Status Z Status 

Frequency 0.19921 Passed 0.73991 Passed 0.73991 Passed 

Block Frequency 0.21330 Passed 0.21330 Passed 0.21330 Passed 

Cumulative Sums – 

I 
0.44512 Passed 0.53414 Passed 0.73991 Passed 

Cumulative Sums – 

II 
0.12526 Passed 0.99146 Passed 0.21330 Passed 

Runs 0.03887 Passed 0.53414 Passed 0.00887 Passed 

Longest Runs 0.06688 Passed 0.73991 Passed 0.73991 Passed 

Rank 0.01430 Passed 0.53414 Passed 0.53414 
Passed 

FFT 0.12232 Passed 0.02791 Passed 0.35048 Passed 

Non Overlapping 

Template 
0.99146 Passed 0.91141 Passed 0.91141 Passed 

Overlapping 

Template 
0.21330 Passed 0.99146 Passed 0.91141 Passed 

Approximate 

Entropy 
0.12232 Passed 0.06688 Passed 0.73991 Passed 

Serial - I 0.35048 Passed 0.73991 Passed 0.73991 Passed 

Serial - II 0.73991 Passed 0.53414 Passed 0.06688 Passed 

Linear Complexity 0.91141 Passed 0.35048 Passed 0.91141 
Passed 
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From the above results, it was inferred that the Case – 3 passed all the tests in NIST SP 800 – 22 
which ensured its strength of randomness. 
 

4.2. Entropy Analysis 
 

Entropy is a fundamental measure of uncertainty which describes the amount of probability of 0’s 

and 1’s in a random sequence [21]. It is used to determine the equi - distribution property of 

random numbers. For a strong set of random numbers, the entropy value must be close to 1. To 

analyze the equi – distribution property, 32 – bit random numbers from Rössler attractor were 
divided as 8, 16 and 32 – bits with respect to the LSB and MSB positions. The results of entropy 

analysis are listed in Table 5. From the Table 5, it is observed that the 32-bit random numbers 

possess near 1 entropy when compared to 16-bit and 8-bit segments of all the cases. 
 

Table 5. Entropy analysis. 

 

Bits 
Case 

1(X) 

Case 

1(Y) 

Case 

1(Z) 

Case 

2(X) 

Case 

2(Y) 

Case 

2(Z) 

Case 

3(X) 

Case 

3(Y) 

Case 

3(Z) 

32 0.999788 0.999636 0.999953 0.999304 0.999304 0.999306 0.999901 0.999998 
0.999981 

0 – 16 0.993846 0.999925 0.999915 0.999791 0.997365 0.997114 0.999439 0.999924 
0.999945 

17 –31 0.999845 0.999947 0.999965 0.997915 0.997385 0.997224 0.999479 0.999984 
0.999947 

9 – 24 0.999876 0.999998 0.999998 0.997925 0.997686 0.997254 0.999785 0.999995 
0.999993 

0 – 7 0.999876 0.999998 0.999998 0.997925 0.997686 0.997254 0.999785 0.999995 
0.999993 

8 – 15 0.988025 0.999998 0.99991 0.974932 0.988897 0.988543 0.989123 0.999432 
0.999763 

16 –23 0.988032 0.999993 0.99997 0.974923 0.988843 0.988345 0.989345 0.999561 
0.999761 

24 –31 0.988024 0.999994 0.99993 0.974943 0.988854 0.988567 0.989321 0.999287 
0.999376 

 

4.3. Correlation Analysis 
 

This metric determines the data dependencies between the random numbers. To become a 

cryptographically strong PRNG, the correlation must be very low. This analysis was performed 

for Rössler attractor generated random numbers with Case – 3 control parameters and the results 
are depicted in Fig. 6 (a – c). The figures convey no existence of correlation among the generated 

numbers. The data distribution of random sequences generated by Rössler attractor are presented 

in Fig. 7 (a – c) to ensure the presence of randomness. 
 

 
 

Figure 6. Correlation analysis: (a) X – Plane (b) Y – Plane and (c) Z – Plane. 
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Figure 7. Data distribution analysis: (a) X – Plane (b) Y – plane and(c) Z – Plane. 

 

4.4. Hardware Analysis 
 

As the attractor is implemented on FPGA, it is necessary to evaluate the hardware efficiency in 

terms of the utility of standard measures such as Look Up Tables (LUTs), combinational logics, 
dedicated logic registers, on – chip memory bits and power dissipation. The proposed 

implementation consumes only 2% of total logic elements of Cyclone II FPGA EP2C20F484C7 

to construct the Rössler attractor where the total power dissipation is 78.48 mW obtained through 
Power Play Power Analyzer in Quartus II 13.0 EDA tool for 12.5% toggling rate. Table 6 

presents the hardware analyses of the proposed design. 
 

Table 6. Hardware analysis. 

 

Target FPGA 

Cyclone II EP2C20F484C7 

FPGA 

Total Logic Elements 
201/18,752 (1%) 

Total Combinational Functions 
289/18,752 (2%) 

Dedicated logic registers 
289 

Total registers 
98/315 (31%) 

Total memory bits 
131072 

Embedded Multiplier 9-bit elements 
12/52 (23%) 

Total power dissipation (mW) 
78.48mW 

Time taken for 1024 × 32 bits 
4.0 µS 

 

To analyze the performance efficiency, the proposed work has been compared with other earlier 

works of attractor designs on various FPGAs which are presented in Table 7. From the 

comparison, this design is superior in terms of logic elements consumption and throughput. 
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Table 7. Performance comparison. 

 

Criteria 
Proposed 

work 
Ref. [14] Ref. [15] Ref. [16] Ref. [17] 

Ref. [18] 

Attractor Rössler Lorenz Lorenz Rössler Lorenz 

Lorenz + 

Lu 

Number of 

Equations 
3 3 3 3 3 

4 

Random Number 

Size 
32 Bits 32 Bits 32 Bits 32 Bits 32 Bits 

32 Bits 

Target FPGA Cyclone II Virtex II Virtex IV 
ZYNQ 

7000 

ZYNQ 

7020 

Virtex V 

LUTs 201 2718 287 433 868 
276 

Registers 289 791 96 96 96 
96 

DSP Blocks 
12(Embedded 

multiplier) 
- 8 12 8 

8 

Frequency(MHz) 50  15.59 53.53 70.9 36.3 
78.149 

NIST SP 800 -

22 
PASS - - - - 

PASS 

 

5. CONCLUSION 
 

The Rössler attractor based 32 – bit PRNG has been implemented on Cyclone II FPGA using 
Verilog HDL and Quartus II 13.0 EDA tool. This proposed design was realized through Euler’s 

method which is the best way to represent differential equations in time domain. This work 

consumes 201 LUTs to accommodate the Rössler attractor design which requires only 4.0 µS to 

generate 32,768 random bits. Statistical characteristics of the proposed design have been verified 
through NIST SP 800 – 22 tests, entropy and correlation analyses. Future work will be on 

developing an image security system using the Rössler attractors. 
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