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ABSTRACT 
 
Moving object detection is one of the fundamental technologies necessary to realize 
autonomous driving. In this study, we propose the prediction of an in-vehicle camera 
image by Generative Adversarial Network (GAN). From the past images input to the 
system, it predicts the future images at the output. By predicting the motion of a moving 
object, it can predict the destination of the moving object. The proposed model can 
predict the motion of moving objects such as cars, bicycles, and pedestrians.  
 
KEYWORDS 
 
Deep Learning, Image Processing, Convolutional Neural Network, GAN, DGAN 

 
1.    INTRODUCTION 
 
Moving object detection is one of the fundamental technologies necessary to realize autonomous 
driving.  Object detection has received much attention in recent years and many methods [1- 5] 
have been proposed. However, most of them are not enough to realize moving object detection, 
chiefly because these technologies perform object detection from one single image. Therefore, 
they can get the position of the desired object, but they cannot discriminate whether the object is 
stationary or non-stationary. For the same reason, they cannot predict the future positions of the 
object. This kind of technology is therefore not apt for autonomous driving. Normally, there are 
many pedestrians on a sidewalk. Autonomous cars driving on a roadway must discriminate 
whether the pedestrians will continue to be on the sidewalk or get into the roadway at a given 
point in time in the future. 
 
Multiple ways to solve this problem have been considered - predicting future positions of the 
objects from their past positions, and predicting future camera images from past camera images, 
for instance. However, the former has a disadvantage. Processing time is directly proportional to 
the number of objects in a camera image. If there are many objects in a camera image, processing 
time may be too long to realize autonomous driving. Conversely, the latter is not affected by the 
number of objects in the image. It does not count the objects in a camera image when it predicts 
the future. It predicts the future positions of the objects at a time as a future image. Then, precise 
object detection methods detect the future positions of the object from the image of prediction. 
Hence, it is assumed that the latter outperforms the former. 
 
It is not enough to predict a future image by using just a single image. This is because we cannot 
guess the speed of objects in an image. For example, when there are two cars in an image, we 
cannot guess if they are stationary or not. We guess the speed of the cars from their past and 
current positions. Therefore, the future image prediction needs some past images. 
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Multiple ways to predict future images from past images are considered, too. This paper suggests 
a model which predicts future images with Generative Adversarial Networks (GANs) [6]. GANs 
consist of two models:  a generative model and a discriminative model. GANs learn a loss that 
discriminate whether the output image is real or fake, while training a generative model to 
minimize a loss. The image generated by Deep Convolutional GANs (DCGANs) [7] is often 
clear.  It is because blurry images which look fake will not be tolerated by a discriminative model.  
To get clear prediction image, the method proposed in this paper uses GANs. 
 

2.   RELATED WORK 
 
Generative Adversarial Networks Generative adversarial networks are generative models. The 
purpose of GANs is to generate a fake data which is indistinguishable from a real one. GANs 
consists of two models:  a generator G and a discriminator D. G generates a fake data G (z) from 
a noise z. D discriminates whether an input data x is real or fake. They are adversarial. Therefore, 
G will generate a fake data which is indistinguishable from a real one. 
 
Pix2pix: This model can solve the image-to-image translation. A generator of pix2pix [8] uses a 
“U-Net” based architecture. The U-net [9] is a U-shaped convolutional neural network. The shape 
allows the U-net to make an output image which has features extracted in shallow layers and deep 
layers. 
 
MoCoGAN: Motion and Content decomposed Generative Adversarial Network (MoCoGAN) 
[10] is a network which generates a video. MoCoGAN uses two discriminators: an image 
discriminator and a video discriminator. The image discriminator discriminates whether an input 
image is real or fake. The video discriminator discriminates whether an input video is real or fake. 
 
ResNet: Residual Network (ResNet) [11] makes it easy to train deep neural networks. In ResNet, 
layers are reformulated as learning residual functions with reference to the layer inputs. When 
training deep networks, one often runs into the degradation problem which is prevented by the use 
of ResNet. 
 
The approaches of moving object detection by cameras are [12], [13], [14]. They indicate how to 
detect moving objects from camera images. Our approach is how to predict future camera images. 
Therefore, we can predict positions of future moving objects by combining their methods and our 
method. 
 
Our proposed method only uses an in-vehicle camera. Methods which use multiple sensor are 
[15], [16], [17]. Sensors enable measurement of the distance between a vehicle and a moving 
object. However, it is difficult to install sensors. Our method only uses a camera and hence the 
implementation is easier and cost-effective. 
 

3.   METHODS 
 
Our generator predicts 4 future images from 3 past images. All these images are different from 
one another. For example, 1 second later, 2 seconds later, 3 seconds later and 4 seconds later. It 
seems the generator should generate one future image, not 4 future images. This is because if the 
generator repeats generating 1 future image, we will get more future images. The reason for 
predicting 4 future images is that training the generator that predicts 4 future images is easier than 
training the generator that predicts 1 future image. In the early stages, the generators generate 
blurry images. If we use the generator that predicts 1 future image, the generator predicts an 
image which is 2 seconds later from a blurry image which is 1 second later. The generator 
predicts an image which is 3 seconds later from a more blurred image which is 2 seconds later. 
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The image which is 3 seconds later is too different from the ground truth. In training the 
generator, we calculate a loss between the image and the ground truth. However, the image is 
predicted by the generator from the blurry image. Calculating the loss between the image and the 
ground truth cannot be said to be the right thing. Therefore, the generator calculates not 1 picture 
but multiple pictures. The reason for predicting 4 pictures has to do with the capacity of the 
Graphic Processing Units (GPUs). If we make the generator predict 4 pictures, the datasets will 
exceed the capacity of my GPUs. Nevertheless, if we make the generator to predict a few 
pictures, a discriminator of videos will not work. It is because the task of the discriminator is to 
discriminate whether an input video is real or fake. The shorter the videos are, the closer it is to 
discriminate still images from video images. Therefore, if we want the generator to generate 
superior videos, we must make the video long. The reason for predicting images from 3 images is 
the capacity of Graphic Processing Units (GPUs), too. 
 
3.1  Network Architectures 
 
Our network consists of 3 sub-networks:  a generator G, an image discriminator Di and a video 
discriminator Dv (Figure 1). The generator G is a generative model that learns a mapping from an 
input video clip x to an output video clip V. We define a predicted video clip as PV. The function 
of generator G can be expressed as: 

 

(1) 
 

          (2) 

       (3) 
 
PI means predicted image. Di and Dv come from MoCoGAN. 
 

 
 

Figure 1. Our proposed method 
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3.1.1 Generator 
 
The generator consists of 4 parts:  pre-processor,  encoder, concatenator and decoder. 
Preprocesser:  Preprocessor has a   convolutional layer (3 × 3). The size of the input image is 
128 x 128 x 3. The layer resizes it to 128 x 128 x 16. After the convolution, we do Batch 
Normalization (BN) [18] to speed up the training process. 
 
Encoder: The input is fed to the ResBlock of the Encoder and Average Pooling is repeated. 
ResBlock consists of 4 residual units (ResUnit). Each of the ResUnit consists of 6 layers and 
shortcut connections. This structure is found in [19]. The Encoder successively outputs the 
images after passing through the ResBlock. In all, here are 3 Encoders, corresponding to the t = 0, 
2, 3 output. 
 
Concatenator: Concatenator connects the same-sized outputs from the Encoder and passes them 
through the Res-Block. The number of the channels in the ResBlock output is 4/3 times that of the 
input. This is because there are 4 Decoders corresponding to 3 Encoders. 
 
Decoder:  There are 4 Decoders, handling the t = 3, 4, 5, 6 outputs. The output array from the 
Concatenator is split into 4 parts, each of which is then fed to the Decoder. The 8 × 8 × 256 
convolutions performed at the Encoder are then subjected to deconvolution [20] inside the 
Decoder. 
 

 
 

Figure 2. ResBlock of PyramidNet 
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Figure 3. Architecture of our pre-processor and encoder 
 

 
 

Figure 4. Architecture of our concatenator 
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Figure 5. Architecture of our decoder 
 

 3.1.2 Discriminators 
 
Image Discriminator: Discriminator plays the role of identifying the “ground truth” of the input 
images. The images produced by the generator at time steps t=3,4,5,6 and the real images are fed 
into the system. 
 
Video Discriminator:  This discriminator plays the role of identifying the “ground truth” of the 
input videos. The expected video at time steps t=3,4,5,6 and the real videos are combined and fed 
into the system. The Video Discriminator performs 3D convolution computations. Since four 128 
× 128 × 3 images are input, the input size is 128 × 128 × 4 × 3. However, for the convenience of 
3D convolution, it is set to 128 × 128 × 128 × 3 by 0 padding. 
 

 
 

Figure 6. Architecture of Image Discriminator 
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Figure 7. Architecture of Video Discriminator 
 
3.2 Parameters Updating  

 
The loss function of Generator is evaluated as follows:  

 

With the L1 distance, we train Generator to bring the distance between I and PI closer. The second term 
of LG encourages Di and Dv to output 0 for a video frame from a generated image PI and a generated 
video PV. 
 
We define the following loss function of Image Discriminator: 
 

 
 

(7) 

The first term encourages Di to output 1 for a real image I and 0 for a generated image PI. 
The loss function of Video Discriminator can be written as: 
 

 
(8) 

 
Similarly, the first term encourages Dv to output 1 for a real video V and 0 for a generated video PV. 
 
We set . We use the He parameter initializer and the Adam optimizer for training. 
We also use the weight decay strategy.  The rate of Generator and Discriminator updating is 
3:1. This is to prevent the premature development of the Discriminator. 
 

 

(4) 

(5) 

 

(6) 
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4.   EXPERIMENTAL RESULTS 
 
4.1 Dataset  
 
In our experiment, we use LISA Traffic Light Database. The database is made for the detection of 
traffic light from an in-vehicle camera image. It consists of in-vehicle camera images, the 
coordinates of traffic lights, and information of the signal color. In our experiment, we only use 
in-vehicle camera images. 
 
4.2 Result  
 
In this experiment, the network was trained for 10 epochs (140,000 iterations). The learning result 
is as shown in Figure 8 and Figure 9. From the top, real images at t = 0, 1, 2 and the predicted 
images at t = 3, 4, 5, 6 are arranged. From Figure 8, it can be seen that the motion of the moving 
object can be predicted. We can also predict the movement of cars and road signs that are about to 
go out of the screen. Thus, we may conclude that the system can predict the motion of cars, 
bicycles, pedestrians, etc.  
 

 
 

Figure 8. Prediction of moving objects (1) 
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Figure (8). Prediction of moving objects (2) 
 
However, the shape of the objects such as automobile and bicycle parts appear blurred (Figure 9). 
Three possibilities are conceivable as the cause of the blurred output images. Firstly, there are few 
images of left or right turn in the training data. Of the 14,021 training data, only about 550 images 
deal with turning. When the training data are small, the generalization performance of the model 
is lowered, and the quality of prediction for the test data is lowered. This can be solved by 
increasing the amount of training data.   
 
The second is the possibility that the function of the Discriminator was insufficient. Increasing the 
updating frequency and the ratio of output of the Discriminator in error function, and changing 
the structure of the Discriminator, etc. can be considered.  
 
The third is the possibility that we expected too much work from the Generator model. In 
MoCoGAN, noise was generated for each moving object in the motion picture and its movement, 
and it was convoluted with it. MCnet handled moving objects and movements separately. In our 
model, we did not separate such images, and we had images generated at the same time. 
However, our system can predict the motion of the object, although a certain amount of blur 
remains regarding the shape of the object. Improvement measures can be considered by changing 
the configuration of the model to make it possible to recognize both movement and form. 
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5.   CONCLUSION 
 
As a method of predicting future camera images, we proposed a method using DCGAN. Images 
with t = 0, 1, 2 were input, and images with t = 3, 4, 5, 6 were predicted. With this model we were 
able to predict the image of the future, but although the movement of the moving object could be 
predicted, the shape was blurred, and it resulted in lack of accuracy. In the future it is necessary to 
try to build a model that can solve this problem and increase the amount of training data. 
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